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1. Executive summary

This discussion document follows upon work led by the ACPR on Artificial Intelligence (Al) since 2018.
In March 2019, after an initial report and a first public consultation, the ACPR kdinaglong with a

few actorsin the financial setor, exploratory works aiming to shed light on the issues of explainability
and governance oAl ¢ mainly understood as Machine Learning (ML). Composed of meetings and
technical workshops, they covered three topics: antiney laundering and combating tHigancing

of terrorism (AMLCFT), internal models (specifically credit scoring), @arslomerprotection. Two

focal areas emerged from those works, namely evaluation and governance of Al algorithms.

Evaluation

Four interdependent criteria for evaluatind algorithms and tools in finance were identified:

1. Appropriate data managementis a fundamentalissue for every algorithm as both
performance and regulatory compliance are conditional upogtiical considerationsuch
asfairnessof processing and thabsence of discriminatory bias, have to be taken into account
in this regard.

2. Performanceof an ML algorithncan beaddressedusing a variety ofmetrics The range of
metrics available isufficient for assessinipe accuracyof virtuallyany ML algorithmusedin
finance according tdoth technicalandfunctional criteria. It is however sometimes necessary
to balance the selected criteria against the desired degree of explainability.
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its lifecycle. Due care must be taken to guarantee its generalizability to production data and to
continuously monitor risks of model drift once deployed in production.

4. Explainability a close cousin of algorithmic transpacgrand intepretability, has to be put in
O2yGSEG Ay 2NRSNJ (2 RSTAYS AdGa | Oldzr f LzNLIR &
I £ 32 Nhehakidughiay prove necessary for end users (whether customers or internal
users); in other cases, it wikrvethose tasked withthe compliance or governance of éh
algorithm The provided explanation thus aims to either inform the customer, ensure the
consistency of workflows wherein humans make decisions, or facilitate validation and
monitoring of ML model. We therefore introduce four levels of explanation (observation,
justification, approximationand replication in order to clarifythe expectationsin terms of
explainability ofAl in financedepending orthe targeted audience and the associated busme
risk.

Governance

Incorporating Al intobusiness processes in finandeevitably impacts their governance. We
NEO2YYSYR (G2 LI NOGAOdzZ NI & F20dzaz a SEFENIeée a GKS

Integration into business processe®oes the Al componerfulfil a critical function, by dint of its
operational role or of the associated compliance risk? Does the engineering process follow a well
defined methodology throughout the ML lifecycle (from algorithmic design to monitoring in
production) in the sense of reproducibility, quality assurance, architectural design, auditability, and
automatiorf?

Human/algorithm interactions.Those can require a particular kind of explainability, intended either

for internal operators who need to coRfNY 2 NJ NB2S OO0 |y | 32 NR lakeY Qa 2 dz
entitled to understand the decisions impacting them or the commercial offers made to them. Besides,
processes involving Al often leave room for human intervention, which is beneficial or exessagy,

but also bears new risk8uch new risks includehe introduction of biases into the explanation of an
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algorithm than when confirming its decisions.

Security and outsourcingML models are exposed to new kinds of attacks. Furthermore strategies
such as development outsourcing, skills outsourcing, and external hastinddundergo careful risk
assessmentMore generallythird-party risksshould be esaluated.

Initial validation process Thisprocessmust often be reexamined when designing an Al algorithm
intended for augmenting or altering an existing process. For instance, the governance framework
applicable to a business line may in some caseasdiatained, while in other cases it will have to be
updated before putting the Al component into production.

Continuous validatiorprocess The governance of an ML algorithm also presents challenges after its
deployment in production. For example, its comious monitoring requires technical expertise and
ML-specific tools in order to ensure the aforementionedhgiples are followed over timeppropriate

data management, predictive accuracy, stability, and availability of valid explanations

Audit. As fa the audit (both internal and external) of-Bhsed systems in finance, exploratory works
led by the ACPRuggest adopting a dual approach:

- The first facet is analytical. It combinasalysis of thesource codeand of the data with
methods (if possible dsed on standards) for documentig algorithms, predictive models
and datasets.

- The second facet is empirical.léveragesmethods providing explanations for an individual
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an algorithm as a black box: challenger modEissompare against the model under test) and
benchmarking datasetdoth curated by the auditor.

Such a multfaceted approach is suitable both for internal auditors and for a supawvigothority,
however the latter faces specific challenges due to the scope of its mission. In order to effectively audit
Al systems, it will need to build both theoretical and haondsexpertise in data science, while
developing a toolkit for the speciffurpose of Al supervision.

Public consultation

The analysis presented in this document is subject to public consultation. The objective is to submit to
financial actors and other concerned parties (researchers, service and solution providers, control
authorities, etc.) guidelines sketched herein for feedback, and more broadly to gather any useful
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2. Introduction

2.1. Methodology

Following initial work and a December 2018 public consultation on the role of Artificial Intelligence (Al)
AY TFAYlLYOSI Ay H-mnodatiodHUSundertookweshiorat@yh woiksSSvitK a small
number of voluntary financial institutions in order sthed light on the issues of explainability and
governance of Al in the sector. These exploratory works resulted inatle@uesfor reflection
presented in this document. The technological spectrum considered here is detasdppandix7.
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regulatory guidance pertaining to*Alndeed, this technology generates opporties as well as risks
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with practical implementation guidelines, with the aim of balancing freedom of innovation with
regulatory compliance and responghbisk management.

2.2. Exploratory works

The main goal of these exploratory works was to produce lines of thought on three topics, each related
G2 GKS 1 /twQa YIFAY YAaairzya FyR RSOGFATSR Ay 6KI

In each topic, the FinteemnovationHub conducted a deejlive analysis with voluntary actors in a
two-fold way:

1 In each case, meetings to present the Al algorithms in question along with the main
explainability and governance challenges.

T LY GKS O a$8 ofkshap& & makeLtiddiniedl pidsé involvirgadscientists on
both sides, exchanging on relevant methods and tools, including review sessions of the source
code and ML models developed by the actor.

These workshops are briefly described hereafter. Appendices provide more detailed, anonymized
descrigions.

2.2.1. Topic 1: Anti-money laundering and combating the financing of terrorism (AML-
CFT)

CKA& (G2LIAO0QA (1S@& A&aadzsS 4la gKSOGKSNI 'L Oy AYLd
complementing or by replacing traditional threshold mechanisms and dibsiness rules. To tackle

this challenge, workshop participants introduced ML algorithms able to generate alerts (in addition to
traditional, rulebased systems already in place): those alerts are directy®BehNJ NB A Sg (2 af
teams, whichstreamlines and secures the alert review workflow. The resulting operational gain is

proven while the governance of two key AMLFT proceses studied in these workshopsagnely

declarations of suspicion and freezing of aspekseds to bere-examired in Ight of the human

intervention requied by those processes, and tie continuous monitoring requiredor ML

algorithms.

1 See also Cambridge Judge Business School, 2020.
2 Level 2 is in charge of compliance: see seclidn2for explanations on the typical organization of internal
controls.



2.2.2. Topic 2: Internal models in banking and insurance
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of internal models.

Rather than studying internal models as a whole, the workshops have focused on credit granting
models; both are related insofar as scores produced by those models can also be used to build risk
classes, from which RWRiskWeighted Assets) are computed.

The workshops involved two actors: a banking group which designs and implements its credit scoring
models internally, and a consulting firm which provides a development platform for hybridahL
rule-based) modelstested in this case on the computation of the probability of default. Both
application scenarios demonstrated howtrimducing ML impacts governaricthe initial validation
process becomes more technicatlsiented, monitoring tools become a requirement forternal
review,andexplanatory methods have to be integrated into continuous oversight as well as into audit
processes.

2.2.3. Topic 3: Customer protection
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The ML model studied on this topic aimed at producing prefilled quotes for home insurance products.
That use case involved two main compliance requirements: fulfilling the duty to aswises to
properly inform the customer, and offering a ndife insurance product which is consistent with the
requirements and needs expressed by the customer.



3. Al design and development principles

We suggest four evaluation principles for Al algorittang models: appropriate data management,
performance, stability, and explainability.

The objectives represented by these principles need to be mutually balanced: simultaneously
maximizing all of them is usually impossible. They can be viewed as the taalimnta of a compass
by which to guide the design and development of an Al algorithm:

Explainability

3.1. Appropriate data management principle

Evaluating the compliance of an algorithm and of its implementation requires covering a large
spectrum of requirements. At the we core of those compliance requirements lies the proper
management of data during each stage of the design and implementation process of an Al algorithm,
as described in this section.

Input data

Defined as data fed to an algorithm during its conceptioput data comprises reference data, training
data, and test (or evaluation) data. Proper management of input data is sometimes governed by sector
specific regulation, for example data completeness and data quality requirements in the banking sector
are prescribed by prudential norm BCBS 239

Data governance (Dai, 2016) is an essential function within any financial organization with a number
of datadriven business processes. Setting up a proper data governance for an Al algorithm will not
work if datasources fed to it are inappropriately managed, for example if they are fragmentary,
anecdotal, insufficiently durable, can be tampered with, or if the organization does not control their
lifecycle.

3 Basel Committee on Banking Supervision's standard number 239 is an internatmmddrd, whose subject
title is "Principks for effective risk data aggregation and risk reporting”



Pre-processing

Evaluation of an Mbased system also neetistake into account operations performed on input data

prior to the machine learning phase itséteprocessing’ € KI @S |y AYLI Ol 2y (KS
performance (for example by oveor undersampling training data) as well as on its ethical
aceptability (for example by excluding protected variables from training data).

Post-processing

Finally, evaluation should also include operations performed on the output (i.e. predictions or
decisions) of the model produced by the ML algorithm. Such-pa@stessing may have a significant
impact as well, such as in the case of methods aiming to remove or reduce discriminator§fooases
already trained modelg for example by cancelling out the dependency of predictions made by a
probabilistic model on sesitive variables (Kamishima, 2012)

3.1.1. Regulatory compliance
Regulatory compliance often includes requirements of two kinds:

- Compliance with regulation pertaining to data protection and individual privacy, starting with
GDPR in Europe.

- Taking into account gulatory requirements specific to a domain or use case. For example in
AYy&adzaN» yOST Al A& LINPKAOAGSR G2 adSSNI GKS &l f.
the offer needs to be at least consistent with the demands and needs expressed by the
cugomer ¢ not driven by the maximization of sales revenue from insurance products.

Compliance with the first category of requirements can be assessed bypnoe#n methods:
undesired biases can be detected, prevented or suppressed (by operating at anyeof th
aforementioned stages: input data, pr®r postprocessing), dependency on sensitive variables
(whether explicitly or implicitly present in the data) can be suppressed, etc.

The second category of compliance requirements, those which are sgmteific often goes beyond
the scope of data management: this is the case of the obligation of means and of the performance
obligation in AMECFT, which call for suitable explanatory methods.

Another example will illustrate the stakes of seesmecific regulatin in further detail: that of an ML

system put in production in an insurance organization, which aims to targetphigtity prospective

customers for a marketing campaign regarding a mrigi insurance contract. The IDD (Insurance
Distribution Directivg a 2016 European directive, introduced principles close to the equity principle
RSAONROSR Ay (GKS ySE(G aSOGA2yY AyadaNI yOS LINE RdzO
professionally in accordance with the best interests of their custorers¢ K S NE foalyilbweda [ A &
for customer targetingon the condition that thecriteria used are based on the needs fulfilled by the

4 The polysemy of thé S NI éhould Ibéiroted. It sometimes refers to a statistical, objective characteristic

of a predictor or estimator, other times to an unfair or unequal treatment whogkafity and importance are

subjective and of an ethical or social nature. The presence of a statistical bias may lead to a fairness bias, but this

is neither a sufficient nor a necessary condition.

5 The issue of discriminatory biases is not specific teithkr. The risk exists in any statistical model, e.g. it is
R20dzYSYyiSR Ay GKS tAGSNI G§dzZNBE 2y GNBREAYAYIE AYy o0l yl1AYy
ML algorithm, in addition some detection and mitigation techniques for that riskatso MEspecific.
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an algorithm than for a human. When ML is used, this requires using larger datasets (in breadth and in
depth), which in turn generates or increases datduced risks such as imgticorrelations with the
capacity to subscribe (which are difficult to detect) and more generally undesired biases (themselves
often latent, see next section). In short, using ML to implement a customer targeting system for
marketing should be conditionedpon mastering those risks and deploying tools to detect and
mitigate them.

3.1.2. Ethics and fairness

Besides constraints stemming from seefpecific and crossutting regulations, ethical issues lie at

the core of the eveincreasing usage of Al in businessgesses which impact individuals and groups

of people. Those issues include social and ethical concerns in the broadest sense, and particularly
guestions of fairness raised by any automated or compatded decision process.

Ethics guidelines published/lihe European Commission (European Commission-ltéigél Expert
Group on Al, 2019) illustrate both the importance of ethical issues and the blurred boundaries they
share with the other principles described in this section:

Human agency and oversight

Technical Robustness and safety
Privacy and data governance
Transparency

Diversity, nordiscrimination and fairness
Societal and environmental wedkeing
Accountability.

NogahkrwdpE

These guidelines underline the broad spectrum of challenges related to ethics anéesfin Al.
Specifically, the analysis of biasgsspecially those of a discriminatory naturés an active research
domain, which schematically comprises the following stages:

- Carefully defining what constitutes a problematic biasvhether a classifidéon bias or
prediction bias, or an undesired statistical bias already present in inputcdatd the metrics
enabling to characterize and quantify such biases, including via explanatory methods
(Kamishima, 2012)

- Determining to what extent biases predein the data are reflected, if not reinforced, by Al
algorithms

- Lastly, mitigating those biases whenever possible, either at the data level or at the algorithm
level.

Exploratory works conducted by the ACPR, along with a broader analysis of the financial sector,
showed that bias detection and mitigation were at an early stage in the industry: as of now, the
emphasis is put on internal validation of Al systems and oir ttegulatory compliance, without
pushing the analysis of algorithmic fairness further than was the case with traditional methiods
particular, the risk of reinforcingre-existingbiases tends to be neglected. This blind spot, however,
only reflects tle relative lack of maturity of Al in the industry, which has been introduced primarily

6 Indeed, the conception of an insurance product should start by defining a target market, based on
characteristics of the group of customers whose needs are fulfilled by the product.

NE



into the lesscritical business processes (and those which bear little ethics and fairness risks):

it can

thus be anticipated that the progressive industrialization ddliional Al use cases in the sector will

benefit the currently very active research on those topics.

All data processing should be asotbughly documented as the other design stages ofAdrn
algorithm(source code, performace of the resulting model, etc.) This documentation enables
assessment in the areas of regulatory compliance and ethics, and the implementation of to
detecting and mitigating undesired biasdxeed be.

3.2. Performance principle
Performance oin ML algorithm can typically be assesssihg twotypesof metrics:

1 Predictive performance metrics. For instance AUC (Area Under the Guvalternatively F1

score¢ can be applied to algorithms which predict credit default risk of a physical orimora

person. Such metrics can be categorized as KRépRisk Indicatars

1 Business performance metrics, which can be categorized as K&y &erformance Indicators
¢tg2 LRAYyGAa 2F FAGGSyGAz2y F2N 4dzOK YS{i M®BsO& | NB

and their compatibility with its compliance requiremehts

Importantly, algorithmic performance of an Al algorithm is not a standalone objective: it needs in

particular to be weighed against the explainability principle. Subsequent sections willtisabthe
FRSljdzh 6S SELX FylFdAaz2y fS@0St RSLISyRasz F2N |
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recipients. The choice of an explanation level in turn induces constraints on technological choices,
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An overview of the fundamentatade-off driving such choices is givenappendix10.1.1

Performance metrics of an Malgorithm have to be carefully selecteso asto evaluate the
technical efficacy of the algorithm or alternatively its busineBgctives The inherent tradeoff
0SU6SSY GUKS FTEI2NROGKYQA AAYLIX AOAGE YR Al

3.3.  Stability principle

¢CKS adGlroAftAlGe LINAYOALX S O2yaraia 2F SyadaNAy3d GKI
characteristics are consistent over time. Expectations in terms of stability are all the more important

"Itis for instance highly likely that maximizisales revenue from insurance products is an inappropriate metric
for an ML algorithm used as part of the sales process: it might indeed introduce into the algorithmic process the

kind of conflicts of interest which regulation precisely aims at preventing.



in the case of ML, as the dimensiohdata (in order to make upredictor variablg) tends to be much
larger than in traditional predictive or decisional algoritfms

Three major sources of instability are herein identified. As of now, Al algorithms in production in the
financial sector selbom take into account these instability sources, neither individually nor for their
overall effect. This may be due to the relative lack of maturity of Al engineering and operational
processes, and thus subject to change in the future. However ML instatsks should not be
neglected since they generate significant operational and compliance risks. Hence a few mitigation
methods are suggested in the following for each of them.

3.3.1. Temporal drift

Firstly, stability of an ML model implies absence of drifiraime. This is essential since the distribution

2F AyLdzi RFGF YAIKG RSQOAFGS adzF¥FAOASyGte G2 RS
characteristics (such as complianetated aspects or the absence of biasgspecially if it is not

periodicaly re-trained.

This temporal drift can be detected using somewhat classical monitoring and alert generation
mechanisms, which should however be built upon appropriate drift indicators and atrigell
infrastructure. A key point in this regard is that tenngbdrift of a model is often linked to the evolution

of the training database, hence the very first stage when designing a drift monitoring tmefbre

even taking into account data processingonsists of detecting structural changes in those inptada

3.3.2. Generalization

Stability of an ML model can also be understood as robustness, in the sense of generalization power
when confronted with new dafa A lack of generalization power may have gone undetected during

the model validation, for example becausast and validation datasets though dissociated from
GNFYAyAy3 RFEGE Faf-taxkSe VISa&I-&RA olyeaidaizigaindst G Sad A
inevitably differ from the reaWorld data fed to the model in production.

Lack of generalization poweray be detected and (at least partially) remedied during the model

design and parameterization stages. However the resulting model should be subjected to continuous
Y2YAUG2NRY3 0SOFdzaSs 2dzad € A1S GSYLRNI fceRMNMATFO Aa
never be guaranteed to generalize sufficiently well to previously unseen data.

3.3.3. Re-training

Lastly, retraining an ML model, whether periodically or on a ge@sitinuous basis, does not solve all
instability issues, since it results at the very temsnonreproducible decisions on a given input

8LG A& S@Sy 2yS 2F . A3 51GFrQa YFAYy OKIFNIOGSNRAGAOAX |
particularly shine. Generally speaking, the predictive power of a classification model can be shown to increase

with the number of variables up ta certain point, after which it degraded LK Sy 2YSy 2y OFff SR 1 d
O0Y2dziNRdzYolaX wnnyO YR Faad20AF0SR (2 GKS &aOdz2NBS 2F R
common concern in ML (Shaw, 2009).

9 Generalization power and prégtive bias are the two key criteria to balance when designing and tuning a
LINBRAOGAGS Y2RSt ® DSYSNIfATIFGAZY A& AYOSNESt & LINERLRNI
to as biasvariance tradeoff: low bias is usually associated high performance on training and test data,

whereas low variance implies that the model generalizes well to new data.



between subsequent versions of the model. The main consequence of this instability source over the
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overall system. This can become a problem when a particular decision must be reproduced (for
SEIFYLXS (G2 O2YLieé 6AGK D5twQa NARIKG G2 | O00Saa
explanation (which can be produced by one of the explanatory methods deddréreafter).

This instability source, when it cannot be mitigated via aémough retraining frequency, caat least
be compensated by properly archiving all subsequent versions of an ML model used in production.

Potential instability sources which may affect Al algoritlagloyedin the organizatiorover time
should be identified. For each such source, associated risks (operational, compliance ri
otherwise) should be assessed, and proportionate detectimhraitigation methods implemented

3.4. Explainability principle

Of the four principles exposed here, explainability is the one most distinctive of Al systems compared
to traditional business processes.

3.4.1. Terminology

Notions of algorithmic explainability, tranagency, interpretability, and auditability are closely

related:

Transparency is but a means (albeit the most radical) to make decisions intelligible: it implies
FOOSaa G2 Iy a[ FEIA2NARIKYQA &a2dz2NOS O2RS I'yR
complete opacity, the algorithm is said to operate as a black box.

Auditability means the practical feasibility of an analytical and empirical evaluation of the
algorithm, and aims more broadly at collecting explanations on its predictions, as well as
evaluating it according to the aforementioned criteria (data managemeetformance, and

stability).

The distinction between explainability and interpretability has been the subject of numerous
debates, which are summarizedappendix9® ¢ KS G(SNY G SELIX F Ayl oAt Al
G§SOKYAOFtZ 202S0OGADS dzifeRidli(dnt ydRlE yhis b@ morel y | f
suitable for auditing), whereas interpretability seems more closely associated with a less
technical discourse (andvould thus primarily target consumers and other individuals
impacted by the algorithm).

3.4.2. Objectives

Explanations pertaining to an Al algorithm generally address the following questions:

(et el et i @)

What are the causes of a given decision or prediction?
What inherentuncertainty does the model carry?
Are the errors made by the algorithm similar to those due to human judgment?

(KS Y2RSt Q& drdinh@phasés]isa lackioKdazarmihidayndhie dzl G S F
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assist a human operator in making the final call)?



Thuws the objectives of an explanation vary greatly, especially depending on the stakeholders
considered:

- Providing insights to domain experts and compliance teams.
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An overview of the fundamentatade-off driving the technical choice of an algorithm based on the
typesof explanations required is givenappendix10.1.2

3.4.3. Properties
An ideal explanation should have the following properties:

- Accurate it should describe as precisely as possible the case studied (for a local explanation)
2 NJ G KS IbenagaMFoiiakgfalkexplanation).

- Comprehensiveit should cover the entirety of motives and characteristics of the considered
decision(s) or prediction(s).

- Comprehensibleit should not require excessive effort in order to be correctly understood by
its intended recipients.

- Concise it should be succinct enough to be grasped in a reasonable amount of time, in
accordance with the time and productivity constraints of the encompassing process.

- Actionable it should enable one or more actions by a human ofmrasuch as overriding a
prediction or decision.

- Robust it should remain valid and useful even when input data are-efianging and noisy.

- Reusableit should be customizable according its intended recipients.

In practice, not all of these qualities asgnultaneously achievable. Besides, as previously mentioned,
they have to be balanced against other princigje®tably performance. Thus these properties should
rather serve as comparison criteria between explanations provided by various methoddosekst

the one most appropriate to a specific use case.

3.4.4. Explanation levels

C2NJ AAYLIX AOAGeQa al1ST 4SS IR2LJI KSNBIFFAISNI GKS 0
describe the broader concept (cf. secti®ron the terminology. Algorithmic explainability aims to
demonstrate:

- On the one handhow the algorithm operates (which roughly matches the common meaning
of algorithmic transparency)
- On the other handwhy the algorithm makes such and such decision (in other words an
interpretation of those decisions).
I 1Se OKIfttSyaS 2F (KS daoKeé¢ ljdzSadAazy Aa GKS o
explainability, associated challengeslude:

- For human operators who interact with the Al system: to understandatsaviour

- C2NJ AYRAGARdzZLt&a FFFSOGSR o0& (KS aeaidsSyQa LINBI
context): to understand the underlying motives

- For those who designthe system or are taskedith checling its compliance: to assess its
social and ethical acceptability, in ordéamong other things}o prove the absence of

discriminatory bias in its decisianaking process.



The concept of an explanation levietroduced here attempts to summarize in a single metric the
depth of an explanatio®d. This metric exists on a continuum, along which we define aléual scale
of qualitatively distinct levels, which are described in the following.

Levell explanation: observation

Such an explanation answers technicaldeaking thequestiondHowR2 S&a (G KS | f 3
and functionallyspeaking the questiomt 2 KI &4 A& GKS | f B Novel éai bx
achieved:

- EYLANROFIffez o0& 20 a stNBvigually orksSa whdeHa? AlJuncti
of input data and of the environment

- Analytically, via an informatiosheet for the algorithm (cf. appendid.1), themodel, and
the data used, without requiring the analysis of the code and data themselves.

Level2 explanation: justification

Such an explanation answers the questiare K& R2Sa GKS I f 32 NR (K
general or in a specific situatip This level can be achieved:

- Bther bypresenting in asimplifiedform someexplanatory elements from higher levels
and 4), possibly accompanied with counterfactual explanatiohsappendix 11.3).
- Or by having the ML model itself it has been trained to produteappendix11.2).

Level3 explanation: approximation

Such an explanation provides @noften inductive ¢ answer to the questiora | 2 § R 2
I £ 32 NR& ( K Yhis ge@eNdf Kexplanation can be achieved, aiidition to levell and 2

explanations:

- By using explanatory methods which operate on the model being analgéeabpendix

11.3.
- Via a structural analysis of the algorithm, the resulting model and the data used,
analysis will be all the more fruitful if the algorithm is designed by composition of mu
ML buiting blocks (hypeparameter tuning or autguning, ensemble methods, boosting

etc.).

0 This concept is thus by definition an ox@mplification of the quality of an explanation. It aims at facilitating
the choice of a teget explainability level, without eliminating the need for a mdlitnensional analysis of the

explanations provided.



Level4 explanation: replication

Such an explanation provides a demonstrable answer to the questior2 g (2 LINZ
Ff A2NRAGKY 2N a O2NNBOGTf &KE

This level oexplanation can be achieved, in addition to ledb 3 methods, by detailed analys
of the algorithm, model and data. In practice, this is feasible only by doing-bylvee review of
the source code, a comprehensive analysis of all datasets usédraeaxamination of the mode
and its parameters.

It should be noted that each level characterizes an explanation (or a type of explanation), rather than
an ML algorithm or model. Strictly speaking, it is abitnet level of intelligibility of thexplanations
provided by the systeymot about the intrinsic explainability of the system. Thus, a highly explainable
model such as a decision tree might lend itself to a ldvekplanation (by thoroughly detailing all its
branches) but also to a level explanation (by simply stating that it is a decistoge predictor
operating on a given set of input variable$he latter would sufficen a case where the fingrained
behaviourof the model does not need to heor mustnot be¢ disclosed.

Under a nore technical perspective, appendi®.2examines in further detail the technical feasibility
of higherlevel (3 or 4) explanations: it presents an important hurtibe overcome (software
dependencies) along with a path to reach level 4 (replication).

The next sections describe two factagsamong a number of theng driving the explanation level
required from an Al algorithm, especially in the financial sector: onahe hand the intended
recipients of the explanation, on the other hand the risk (both its nature and its severity) associated to
the considered process. Thus, the same algorithm might require a higher explanation level when its
inner behaviouralso needsd be captured and/or when the explanation is provided in a particularly
sensitive context.

3.4.5. Recipients of the explanation

The first key influence factor of the expected explanation level is the type of recipient targeted. This is
because the relevant formnder which an explanation should be proposed in order to be effective
depends both on their technical and business proficiency and on their intrinsic motives for demanding
an explanation.

Hence different explanation levels could be applied to the samaritthgn depending on whether the
explanations serve an end user (who tries to check that they have not been treated unfairly by the
system, and for whom an explanation has to be intuitively intelligible) or an auditor (who needs to
dzy RSNA i I Y R dHaiSal adchitaciu® ¥ @etail énd who is subjected to rigorous regulatory
requirements).

We hereafter describe three kinds of recipients for an explanation, and suggest each time what an
appropriate form of explanation looks like.
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Customer or consumer: simple explanations

An example of explanation intended for a customer occurs in the context of insurance product sales:
the duty to inform makes it mandatory to explain to prospective customers why they were offered a
given insurance product and not anothame, furthermore those motives need to loanteredaround

the consistency of the contract (in the case of dif@ insurance) or its adequacy (in the case of life
insurance).

The nature and terms of this explanation must therefore be intelligible andfaatory with regard to
the consumer (who cannot be required to master the intricacies of the sales process, nor the
implementation of the underlying algorithm).

Continuous monitoring: functional explanations

Internal review teams, particularly those taskevith continuous monitoring, need to verify the
Y2RStQa STFAOIOe 6A0GK NBaLISOG G2 odaiySaa 202S0i0

The focus in this case is put on the performance of the process involving Al, rather than on its internal
mechanics, thus the explanation given shouldoba functional nature.

Auditor: technical explanations
CKANREf&@Z Fy | dzRAGZ2NI Ydzad SyadaNBE GKIFG GKS Ff32NRI
specifications, including in terms of regulatory compliance @fitdchnical requirements.

This entails, for example, verifying how an ML model is produced, but also higitle absence of
discriminatory bias in that modeTherefore the explanation given must be technically accurate and as
representative as possible of the audited model.

3.4.6. Associated risks

The second factor of influence on the required explanation level is the risk associated to the (total or
partial) replacement of a humacontrolled process by an Al component.

The nature and severity of that risk are highly variable, as shown Hpltbwing examples:

1 AML-CFTa process such as freezing of assets, which is subjected to a performance obligation,
bears an increased level of risk when Al is introduced, not only by dint of its critical role, but
also because its evaluation then depends @mparing human and algorithmic efficiency.
More precisely still, the risk will be particularly elevated in a continuous monitoring or audit
situation (which has to assess that relative efficiency) and more moderate for a daily user of
the algorithm whdkeeps performing the same controls as when using a traditional transaction
monitoring system.

1 Internal models introducing ML into e.g. the computation of solvency margins of a banking
institution has a direct impact on the assessment of its solvabitiky therefore the team who
RSaAdya GKS AyaldAiddziazyQa AYyGSNYyFrf Y2RSt gAft
results of those computations.

1 Insurance the insurance contract sales process has its own regulation, which imposes among
other things a duty to inform and the personalized presentation of reasons and justifications
to the customer, if need be. Converselx-ante customer segmentation in the insurance
sector relies mainly on accuracy objectives, without the same requirement in tefms
explainability.



For each use case of Al, the impacted busipessesseshould be determined and the roles fille
by the Al component should be detailed. The types of recipients targeted by an explanatic
then be described, alongith the nature of the associated risks. That entire context dictates
level and form of an appropriate explanation for the Al algorithm, which must be agreed up
Fff adl {1SK2f RSNBR Ay (KS f3aI2NAGKYQAa 3I20SN

3.4.1. Examples of explanation levels by use case

We attempt here to illustrate those somewhat abstract definitions of explanation levels and of their
driving factors through a few concrete use casa# of which have been deployed by finaneatities,
and some of which weranalysedduring the exploratory workshops conducted by the ACPR.

For each use case, the following table suggests an explanation level as a function of the
aforementioned criteria (targeted recipients and associated risk). Those suggestions are based on our
initial market analysis, whose observations the present document aims to validate or correct (see
consultationin section6).



Use case Explainability criteria )
Appropriate
explanation
i i level
Domain Busines Al functionality Expl.ar.1at|on Context Associated risk
process recipients
Customer Compensation Operaﬂongl rlsl_( (customer 1
process satisfaction)
- Operational risk
Contract | Compensation Daily oversight - Compliance risk (contrac|
] Internal control . 2
managemen proposal the process honoring)
- Financial risk
- Operational risk
Insurance . Evaluation of thg - Compliance risk (contrac]
Auditor . . &
contracts algorithm honoring)
- Financial risk
Compliance risk (customel
Online quote | misinformation, failure to
Customer . 2
request perform duty to inform,
discriminatory biases...)
Sales o
proposal Quote prefilling
Compliance risk (custome
Internal control of Compliance misinformation, failure to 3
internal auditor checking perform duty to inform,
discriminatory biases...)

Internal
models

AML-CFT

Computation of

Model desigr .
solvency margin

Validation team

Model and mode
update policy
validation

- Solvency model risk
- Compliance risk

Freezing of
assets

Alerting

Administrative,
managemgnt, ang \1odel approval - Solvency mode! risk 2
supervisory - Compliance risk
bodies
None (if the analyst's
Level-2 agent | Alertanalysis [ methodology is not modifieq 1
by the algorithm)
- Operational risk (false
Continuous negatives / false positives
Internal control . . . 2
monitoring - Compliance risk
(performance obligation)
- Operational risk (false
Auditor . PeI'IOd'IC negatives /f.a|Se p95|t|ves 3
inspection - Compliance risk
(performance obligation)
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4. Evaluation of Al algorithms

The followingdiagram represents the lifecycle of an Al algorithm and of the resulting model, from the
design and training phases to its use in productiand possible iterations to the learning stage, for
instance upon patching the algorithm. It attempts to put imrggective those implementation stages
with the appropriate validation steps, whether continuous or periodic, internal or external.

It also aims to show how each stage in the lifecycle benefits from a suitable evaluation process, based
on the four principle previously mentioned, namely data management, performance, stability, and
explainability. Finally, it illustrates the multifaceted approach to evaluation detailsédgtion5.5.1,

which combines analytical and empirical evaluation.

DATA
MANAGEMENT

PERFORMANCE

EXPLAINABILITY

Corrective
maintenance

Explanations as

diagnostics

/ Deployed model \
Performance
monitoring

Fairness
monitoring

S

Explanations
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Design principles Continuous monitoring
(implementation, validation, deployment)

/ Design and training \

monitoring

o

Mode
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Data sources

Model tuning

Model [ a——
aggregation

/

Model validation
Performance
testing

Post-
processing
Compliance
monitoring

Explanations
evaluation

Periodic review
(internal or external audit)

Analytical evaluation

Code and
model
inspection

Empirical evaluation

allenger
Model (out of-

o

EVALUATION OAl

The lifecycle of Al algorithms introduced into each busipessessshould be detailed so as to lis
at each stage, which design and development principles (datzagement, performance, stability
explainability) apply in particular, and which evaluation method is appropriate for that stage.
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5. Governance of Al algorithms

Introducing ML algorithms into the financial sector often aims, be it via descriptive olicpxe
methods, to automate or improve (e.g. by customizing it) a decisiaking process which used to be
performed by humans. Therefore, the governance of those algorithms requires careful consideration
of the validation of each of these decistorakingprocesses. In particular, their regulatory compliance
objectives as well as their performance objectives are only achievable through a certain level of
explainability and traceability.

The following governance concerns need to be taken into account §sasathe design phase of an
algorithm'®: integration of Al into traditional business processes; impact of this integration on internal
controls, specifically on the role assigned to humans in the new processes; relevance of outsourcing
(partially or fully)the design or maintenance phases; and lastly, the internal and external audit
functions.

5.1. Governance principles in the financial sector

General governance principles applicable to any financial institution include the description of the
G 02 y i NP2 polio idzplemexiteB i the organization, the presentation of ethical and professional
norms it promotes, along with the steps taken to guarantee proper implementation of those norms
and the process in case of failure to do so. In addition to those priscipteer procedures should be
documented, such as how to detect and prevent conflicts of interest.

In this context, the most relevant elements of governance when introducing Abirsioess processes
appear to be the operational procedures within thqeecessesthe extension of segregation of duties

to the management of Al algorithms, and the management of risks associated to Al. These elements
are briefly described in this section.

5.1.1. Operational procedures

Operational procedures should be adjusted to tliferent activities performed, communicated, and
periodically updated, for example via a clear written documentation. Their main goals are to describe
how the various levels of responsibility are assigned, the resources devoted to internal control
mechansms, the risk measurement, mitigation and monitoring systems implemented, and the
organization of compliance monitoring. Those procedures also list rules relative to IT security and to
business continuity planning.

5.1.2. Segregation of duties

There are no organational standards relative to internal controls and risk management, only methods
which have been tried and tested when implementing such functions (COSO, Cobit, Risk IT, etc.).

11 This document does not address another governance jsghieh should nevertheless precedmy decision

to adopt a technical took independently of its usage oAl and of its business applicatioqy namely the
cost/benefit analysidn other words, aly governance questions specific to the usage of Al in the financial sector
are considered heiia.



Nevertheless, internal control mechanisms conventionally comprise multipddslef control, so as to
F2tf 29 -9KSa GIRIZNOA LI Sé¢ o Mf aaroltfte GK2asS t SoSt a

- A levell control, within the business units which conduct their activities or perform their
duties in a controlled manner.

- A level2 control, exercised by the unitnanagers or directors, or in more complex
organizations by teams responsible for internal controls (also referred to as internal oversight).

- A level3 control, exercised by the internal audit directorate, which aims to guarantee the
proper implementation & control mechanisms by periodically reviewing their operational
accuracy.

A clear segregation of duties must exist between business units which commit operations, and those
which record and monitor operations on an ongoing basis.

5.1.3. Risk recognition and assessment

Organizations should perform a risk mapping, which must be periodically updated and evaluated, so
as to develop a coherent and comprehensive view of risks. They should also define and regularly
promote a solid, consistent risk culture dealinghMisk awareness and with rigkking behaviour

Lastly, they should implement systems and procedures to guarantee aairtigg), prospective risk
analysis.

5.2. Integration in business processes

One of the main challenges for the governance of Al algorithms is their integration in existing
processesKey factors to take into account are the role played by the algorithms within a business
process, the engineering methodology used, and who the esedsuare.

5.2.1. Role of Al
The roles played by Al componentsimsiness processese highly variable.

The primary AMICFT workshopséction8.1) illustrates how the fuation of an ML model can be
operational, even businessitical: in that case, its role is to route certain alerts triggered by financial
transactions with a particularly high estimated risk directly toward level 2 (Compliance), thus inducing
an operationarisk in case the Compliance team becomes overloaded. The critical function Af the
component is also elevated in this case by the constraint of-the& operation: suspicious
transactions should be detected and reported with as small a lag as feasible

Conversely, the incorporation of ML into the prospective customer selection process for the purposes
of commercial canvassing or cresaling is not truly disruptive, and does not incur any significant
change in the businegsocess

5.2.2. Al engineering methodology

The definition of an appropriate engineering process for ML varies greatly depending business
processand on how the models are used. Two examples shall illustrate this variety of situations:

2¢KS HAnmMozxéd/ WENR LIS ICspitaRRedBethénts @Bective) defines the basis for such an
organization within financial institutions.



- When ML is used by marketing teams (a commonecadthough not covered by the
exploratory works described herein), significant room feanoeuvreis granted to model
building, which is often an iterative process since -offemodel deployment is used e.g. to
feed a marketing campaign.

- Conversely, ML & O 4S5S4 &addzRASR Ay GKS 1 /twQa é2NJa
engineering process, closer to the best practices adopted by the software industry: build
automation, reproducibility of releases, QA (quality assurance) process, monitoring of the
models deloyed in production (including their stability over time). The engineering process
should thus meet more stringent requirements in this latter case.

Thus the Al engineering process can vary from aashbuild-and-deploy mode, through an iterative
build process, all the way to a continuous process which can also be fully automated, typically using
Cl/CDB:.

As for the delivery mode of the Al system itself, it is also variable between a manual delivery process
where only final artefacts (i.e. the ML modedsg retained to be put in production, and at the other
SEGNBYS RSt AQGSNAy3a GKS SyGANB RIGFaSda FyR AydsS
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approachoffered by the consulting firm which participated in thrkshop on probability of default

(section8.4), which is composed of two elements: on the one hand a medglneering workbench

which follows a systematic (albeit not fully automated) mabeilding approach but is controlled by

the solution provider, on the other hand an information sharing platform which enables the customer

who uses the ML model to perfora complete review of the engineering process, and provides an

audit track independent from the execution of that process.

The Al engineering process should be designed to cover the entire algorithm lifecycle. Dep
on theuse case, a systematic approach may be necessary, in accordance with principles ef
building automation, build reproducibility, quality assurance, and monitoring of the engine
workflow.

In any case, full traceability of the Al design and ergying process should be guaranteed.

5.2.3. Alend users

The impact of the introduction of Al intausiness procegzrimarily depends on who its end users are

¢ as opposed to personnel responsible for its internal control whose role will be examined in the next
section. Those end users may be internal such as marketing teams and business unit managers, or
external such as clients and prospects.

13 CI/ICD (Continuous Integration / Continuous Deployment) refers to general software engineering principles
based on automating the entire design anelvélopment process, which enables more frequent product releases
than traditional methods allow, without trading off their quality. This methodology is closely related to agile
methods as well as the DevOps approach, which associates the roles of safevatepment and IT operations.



In particular, maintaining the quality expected from the process requires examining whether a
particular form of expland@gon should be provided to end users so as to clarify and motivate the
decisions and predictions impacting them.

Types of end users

In the case of integrating an ML component into an AGHT workflow (see details on these works in
the appendix), end useexe levell and level teams:

- Verificationsperformed by the Compliance team need to be adequate to this new approach
(which requires mastering the underlying technology).

- Model validation needs to be performed much more frequently than e.g. in theafasagpital
requirements models, since drifts may occur in real time here (for example a false positive rate
which deviates from the norm), hence monitoring of the model must itself be feasible in (quasi)
real time.

In the case of the workshagn customerprotection (sectiorB.5), prefilled quotes for a home insurance
contract are delivered to the customers themselves, which requires explaining the reasons for offering
I ALSOAFAO LINPRdAzOG® ¢KSasS NBlFrazya Ydzad 06S Ay Ay

Human-machine interactions

It is essential that end users of an algorithm, insofar as they are internal users tasked with ensuring the
accuracy and quality of Businessprocess remain independent from the machine. This is because
human experts are able to spot manifest errors made by the algorithm, which also offers the benefit
of contributing to its performance and stability (i.e. two out the four design prlasipresented in this
document).

Al also provides additional leverage to check the absence of systematic biases or temporal drift in the
decisions made; or the advice giverg by an automated process in finance: in such a situation,
introducing ML into pocesses enables to decrease the operational risk.

Human intervention in a decisiemaking process delegated to software is not inconsequential, as it
introduces a new kind of risk: the downside of enabling a human operator to validate the decisions is
that they may become liable, especially in cases where they contradict the algorithmic result rather
than confirm it. Besides, humans sometimes modify their dwhaviourwhen interacting with a
machine: they may tend to systematically follow the algorithregults, including the erroneous ones,
rather than engaging their liability by rebutting them.

This issue of independence from the algorithm and responsibility towards its decisions are of course
related to the explainability principle, since a human operateeds to understand the mainspring of
a given decision in order to, if need be, counter it with a more appropriate one.

Lastly, human intervention might introduce biagdesired or not; into the explanations associated to

Fy £ 32NAGKY Qe the egilanidming progide$ ¢f &r@ended by the operator become
disconnected from the actual underlying factors which led to that output: the explanations become
distorted or overridden, furthermore transparency is no longer guaranteed for the algorithichwh

may hide some of its deficiencies. A basic recommendation appears relevant in this regard, namely not
Fft2oAy3a KdzYly AYGSNBSyGAz2zy (2 RSFAYS 2N F2Nydz |



The scope and conditions of human intervention irdAven business processes should be w
definedLy LI NGAOdz I NE !'L AYyaGSaNrdAiAzy Ayid2 (K
needs. If end users include both internal and external iddils, the respective forms o
algorithmic explanations appropriate to each of those should be articulated.

Algorithmic resultsmay alsohave tobe submitted toa human validatiorprocess. This validatio
should begoverned by rules documented as parttioé internal control procedures, both becaus
human responsibility becomes engaged and because the algorithm may modify human be
and judgment

5.3. Internal control system

The other major impact of introducing Al algorithms pertains to the continuolidateon of those
algorithms, and specifically internal control procedures.

5.3.1. Organization of internal controls

Monitoring algorithmic performance and detecting its potential drift over time requires a different
design of the human validatigorocess For example, th&dML-CFTworkshop(section8.1) illustrated

how the partial replacement of levdl operators by an ML algorithm may decrease the capacity to
evalude the process efficiency in the future, at least in terms of false negatives (alerts not raised by
the system, and thus corresponding to transactions which will n@triadysedy the human eye): this

is why some of those operators have been assignedapuallabellingh y  LJ- NI £ £ St 6 A (K
execution, thus continuously yielding new training data.

As for the organizational structure of internal controls, an ML algorithm often aims to replace (partially
or fully) the tasks performed by the levelteam (reviewed by their hierarchy) and/or lex&team (in
charge of compliance checks), but probably not I&/€in charge of internal control<) although
nothing precludes this automation stage to be achieved in a more distant future. The usess of th
algciNR 0 KY Q& 2 dziadshiaild bec N paii df thzsteam tasked with monitoring ikehaviour

nor are they its designers.

Internal control procedures of Al algorithms should, to the extent possitkehie both technical
specialistsand domain expertsindeed, monitoring those algorithms requires initial techni
validation of the components involved, their continuous monitoring, and adequate manage
of compliance risks generated or reinforcedthg ML.

5.3.2. Initial functional validation

In the case of thavorkshop on credit scoring models (sect®), a predeployment model validation
process was defined, with the involvement of technical teams (in charge of building and validating
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models, both locally and globally within the banking grdm question) and of the compliance and risk
management department.

In particular, any model deployment (be it a model creation or the patch for an issue affecting an

alreadydeployed model) requires validation by the grelgwel Risk Committee, among @ththings

to approve the chosen risk management strategy. The use of ML within these models is thus
considered and evaluated by stakeholders across the organization: by technical experts, domain
specialists, and within higlevel committees. This approaelppears beneficial and applicable to other

use cases, possibly with variations according to how critical the impacted business function is.

The impact of arAl algorithm on the initial validation process should tefined as early as the
design phase. Stakeholders involved should include technical staff from the design and val
teams, domain experts, and transverse committees concerned with the buspressssesn
question.

5.3.3.  Ongoing functional validation

Exporatory works on the AMICFT topic, wherein an ML algorithm detects anomalies tartadysed

by teams at levels 1 and 2, have shed light on how such an algorithm requires more sophisticated
methods for ongoing review than traditional methods do. Thisuithes continuously monitoring the
proper calibration of the algorithm: volume of alerts raised to level 2, rate of false positives filtered
out downstream, etc.

This upgrade of the ongoing validation process thus requires from the teams in charge:

- Ata minmum, deploying and mastering tools for monitoring the operatidretiaviour(in real
time if need be) of the algorithms.

- Building appropriate expertise and tradecraft so as to detect incidents upfront, and ideally to
diagnose and remedy them as well.

Ongoing functional validation of Al algorithms requires both dedicated tools (such as dasht
enabling the teams in charge to monitor their overall behavior) and clostdyactingwith the
technical experts who designed tmeand performed the initial validation.

5.3.4. The case of internal risk model updates

Whenever Al is used in the construction of internal models, an essential consideration in the validation
process is how to define triggering events for a model revalidatiothis regard, Abased internal
models differ from expert systems based on rules and various predefined configuration parameters,
which have to be revalidated each time those parameters are proactively updated or are deemed
obsolete: MEbased internal moels become invalid following a major change in their input data. (It
should however be noted that those models are not always devoid of predefined configuration
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the same treatment as traditional, ruleased models.)
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model update policy defined by the banking institution clearly documents a number ofi@riterch

as a specific threshold being exceeded upon a parameter adjustment) which trigger the requirement

to report the model update to the supervisory authority. This kind of parameter adjustment is typically
decided and performed by the human experteirarge of the risk model, therefore one may ask what

should become of those triggering events if the model is based on ML.

Ly FlLOGx aOftlFaaallté AYGSNYylrf Y2RSfa FaadzyS GKI
the training phase for an Mimodel. Besides, current regulation requires a governance framework

which comprises the processes of baekting and model parameter updating: parameter updates are

often the consequence of badksting results and thus caused by changes observed iddtee

The internal model update must be reported as soon as the induced change is deemed material by the
institution, which should therefore define within its governance framework the process for evaluating
the materiality of a change whether the model ses ML or not.

Lastly, most actors in the banking sector opt for a scheduled calibration strategy; however some
classical internal models update their parameters on a periodic, systematic basis (for example their
volatility parameters in the case of a matkmodel), also similarly to ML models. Therefore, from a
model update policy standpoint, it appears that #dased models can be treated like traditional
internal models.

5.3.5. Technical validation
Technical expertise is required for Al validation, typicallpighout the Data Science spectrum:

- Data Owner and Data Steward are respectively responsible for the governance and for the
guality of data used by the algorithms.

- Data Engineers and Data Scientists are tasked with ensuring proper operaitaaiourof
software components which implement the algorithms.

- [radter Ay GKAA O2yGSEG S5FGF tylfeadga LISNF2N
output.

The Al engineering stages to be covered by an adequate technical validation process include:

- Model selection, training and tuning.

- Continuous monitoring of the model (nergression of the algorithm, absence of model drift,
etc.).

- The highetvalue task of detecting new data sources or variables to feed the algorithm.



Technicavalidation of Al algorithms introduced in busin@sscesserequires developing a broac
in-house Data Science expedi be it spread across departments (within an organizatic
structure built around multdisciplinary profiles) or gathered within pexialized business unit.

This technical expertise should span the Data Science spectrum (from data engineering-¢d-s
the-art ML techniques) and be muliered: generalist skills, financial sector specialization, §
deep knowledge of businegsocesses specific to the organization

5.3.6. Management of Al-related risks

Internal control procedures are inevitably impacted by the use of Al and their evolution closely related
to the generated risks, depending on the type of integration weitisiness proessegautomated vs.
computeraided decisiormaking) and on the nature of those risks (regulatory or legal, operational,
financial).

Let us considethe example of Al used for assisting insurance claim processing: this downstream
process within the valuehain of insurance product distributiapwhichis not part of the exploratory

works presented in this documenteghas recently experienced an increased usage of ML. The typical
use case in this context is to perform algorithmic filtering of incoming dgemeports, so as to detect

likely fraud cases or apply exclusion criteria. Cases having gone through those filters will result in a
compensation offer (automatically generated in some cases), whereas rejected cases will be routed
toward operators in chamy of insurance claim files. The main challenge here is the accuracy of the
claim management process:

- The insurance organization is exposed to financial risk if the rate of incoming claims resulting
in a compensation offer unduly increases.

- Operational rislexists in case the volume of cases rejected by the algorithms increases to the
point of overloading leve?2 teams who need to review them.

- Lastly, compliance risk appears if the overload is such that the rate of disputed claims itself
increases significdly.

Conversely, the main stake for thrkshop oncustomerprotection (sectiorB.5) is the explainability
of the advice givenin order for the consumer who is offered an insurance product to be informed
prior to making a decision.

Besides these various-Adlated risks, a crossutting concern is the necessity for a dedicated safety
mechanism (as part of fall-backplan going d the way to business continuity planning) designed to
remedy an incident, major malfunction or failure of an Al component:

- If the integration into initiabusiness processés sufficiently modular and robust, this safety
mechanism may simply consist faflling back onto the initial process for the time period
necessary to fix the failure.

- If the processhas been more structurally impacted by the integration of Al, the safety
mechanism will require more sophistication (and often proves more complex temgnt as
it also needs to be officially validated).



The nature of riskpertainingli 2 ! LQa NRt S Ay (K Sdentifié® GpSratianal
IT-relatedrisk, financial risk, compliance risk, etc

These risks should be included in the risk mmaquired by governance principles, up to an
including incident remediation and businesntinuity plans

5.4.  Security and outsourcing

Security of solutions relying on ML algorithms requires taking into acauetst two types of risks
rarelyq it at all¢ encountered in traditional solutions: specific algorithmic risk (in terms of availability
and integrity) and data processing risk. An additional consideration is the potential outsourcing of the
design, imptmentation or exploitation of those solutions, which bears-$plecific security risks.

5.4.1. ML security

ML security challenges are similar to those of traditional IT systems: they typically pertain to
confidentiality, integrity, and availability. Their treatntealthough it should be tailored to their exact
usage of ML, is in no way unique to the financial sector. This is even more so as the attack surface in
finance is narrower than in other sectors: IT security in finance is usually -funeddld and mature

area, furthermore exposure from things like open source code and use of public data has thus far
tended to be more limited than elsewhéfe

The way to make an ML model safe is different from the way in which a web service exposed through
a REST APt or the underlying data sources for that matteican be secured. These three potential
targets lie on three different architectural layers (while being mutually interwoven): respectively the
model layer, the application layer, and the data layer.

A comprehensie description of the potential flaws of an ML model and of the means to remedy them
is beyond the scope of this document. A categorization of the main possible attacks is however given
in appendix12.

1 The reversion of this trend is however already visible, as many actors rely heavily (and sometimes exclusively)
onopend 2 dzZNOS f AO0NI NASA | yR LINPRdzOGA AY LM WSHSWIIMYE (®KS Fak
and as the use of scalled alterrative data (collected from the web or from other publically available sources)

becomes widespread among datigiven systems in finance.

15 REST (Representational State Transfer) is an architectural method commonly used to build applications
exposed on the @b. A REST API (Application Programming Interface) is thus a simple, standard, easily secured
method to design and deploy a web service.



Assessing the security of processes involving Al should take into adzmitrdlassical IT securit
evaluationand the analysis of Apecific risks and mitigation techniques.

In particular, any impacassessmentincident remediation plamr security audit mission shoul
consider potential attacks against ML models, against their underlying data, and against pre
and decisioamaking systems as a whole.

5.4.2. Third-party and outsourcing risks

Financialactors rely on different types of thirdarty providers to develop their Al: design and
implementation may be outsourced, etfie-shelf software products and services are now a common
offering in Al, lastly hosting and administration of Al applicationsoéten delegated to a cloud or
hosting services provider.

Outsourcing-related risks

Risks classically generated by the outsourcing of software skills, design and implementation are
particularly acute in Al.

Those risks are difficult to mitigate in practifehey have not been sufficiently anticipated. Hence a
good practice prior to any outsourcing decision is to performeaante risk analysis taking into
account the following risks.

Reversibility

As reported by the outsourcing guidelines publishedBwropean control authorities (EBA, 2019;
EIOPA, 2020), reversibility of outsourced solutions constitutes a significanf\kspecific source of
vulnerability within financial institutions today.

Using Al may even further exacerbate those concerns. Clingdhe entire engineering workflow
when it is outsourced requires mastering a variety of skills, including:

- Data Science skills pertaining to advanced ML techniques.

- Software design and architecture tradecraft related to complex systems with multiple
integration points among components whose source code is not always open and well
documented.

- DevOps expertise in order to manage a heterogeneous infrastructure, which often combines
dedicated hosting servers and cloud services.

Even when the entire skillsé available, as is often the case in large banking institutions, those skills
may be scattered across departments whose technical teams aredibmecE to be able to re
internalize what had been delivered (often as a monolith) by thiadies.

Outsourced Al development

As described in thevorkshop on probability of default (secti@h4), outsourcing the development of
an Al component induces many changedhie businessprocess Resulting challenges are, among
others:



- Developing and nurturing adequateouse resources (human and technological) to validate
code written outside the organization.

- Ensuring the delivered software is thoroughly documented assiptes and periodically
updated, so as to meet the criteria of internal control procedures.

- Planning for an audit of the deployed solution as early as in the Al design phase, which requires
thinking ahead in terms of software architecture and integratiopatalities.

- Deploying sophisticated (and themselves vaeltumented) explanatory methods in order to
explain the results produced by a system whose development was outsourced.

Off-the-shelf Al software

The risks induced by an Al software acquisition sgat@re similar to those resulting from outsourcing

its development: dependency risk, neaproducibility of results, lacking IT security by the software
provider, product support deficiencies, and audit capability (assuming audit operations are relevant,
i.e. when recurrently buying from the same provider).

The workshopon probability of default (sectio®.4) has raised the issue of the dependency risk
towards an Al solution provider: in that specific case, the risk is controlled insofar as the provider
enables the customer to review all stageadag to the delivered ML model. It remains nonetheless
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and vendor lockn risks. Furthermore, caution is advised against acquiring software which dbes no
sufficiently limit this dependency risk, for instance if the resulting model constitutes the only
deliverable, to the exclusion of upstream stages in the engineering workflow allowing to rebuild the
modelc¢ or alternatively, if that workflow is not adeattely documented. This lack of information, both

on how the ML model was designed and how it can be expected to behave, may lead both to
operational risk and to difficulties in internal control and audit missions.

(s}

Lastly, it should be noted that a riskcéuas norreproducibility of results is neither new nor-gpecific:
traditional models which Al aims to replace often share this characteristic with outsourced Al solutions,
especially if they rely on stochastic methods such as Monte Carlo simutétions

Cloud hosting

Service and application hosting on a public cloud has become an outsourcing scenario commonly
encountered in the financial sector. To accompany this trend, an initial set of outsourcing guidelines
have been published by European control autties in banking (EBA, 2019) and in insurance (EIOPA,
2020).

Those guidelines cover more or less the same ground in both domains, namely: assessing how critical
business processes are (and impact analysis), documentation requirements, duty to inform the
suwpervisor, access and audit rights by the financial institution but also by the supervisor, IT security,
the risks associated to data management, subcontracting, contingency planning (including business
continuity plans), and the exit strategy out of thetsourcing agreement.

16 Monte Carlo simulations are a class of optimization methods which relies on randomness (more precisely,
repeated, corputationally-intensive random sampling) to emulate the behaviour of an often deterministic
process or model.
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Any decision to outsource the design, implementation, hosting or operations of an Al system
use thirdparty products or services, must be preceded byeaante risk analysis and take int
account its results, especially with regard to reversibility.

Some governance principlegrtaining to the thirdparty relationshould also bebserved:

- Ensuringproper documentation of deliverables and traceability of the process so g
enable auditingf necessary.

- Guaranteeingdhe financial institution access (technical, practical, but also legal with re
to IP ¢ intellectual propertyc rights) to the source code and the ML models, even wik
development or hosting of the latter has been outsourced.

- Offering the same guarantee to the supervisor so as to enable audit missions which
the Al systemdheir source code, anthe datathey use

5.5.  Audit of Al algorithms

The Al evaluation principles previously exposed in the context of initial and ongdidgtion remain

valid for audit operations, be they performed by internal teams as part of periodic review or by the
control authority as part of its supervisory missions. Thus, an auditor will need to consider the precise
context in which the algorithm as developed and, in particular, tiheisiness processesto which it

is integrated or which are impacted by it in one way or another.

Based on this context and on their objectives, auditors will need to consider the aforementiaded
offsbetween thedifferent evaluation criteria of Al algorithms, and the evaluation methods themselves

will need to be suitable forsetf S N}y Ay 3 adaeadSvyaod ¢KS FdzZRAG GSFYQa
these requirementg as do those of the teams in charge of ongpreview.

5.5.1. A multi-pronged approach

A variety of situations can be encountered when evaluating an ML algorithm, due to the previously
mentioned parameters (combination of algorithm type, end users and application scenario) and to the
circumstances of the validation process itself (acces®toce code and underlying data may or may

not be possible, technical resources may be available or not, etc.). The necessity to handle these
different situations encourages the adoption of a multidimensional approach to the evaluation of ML
algorithms: tle one described in the following associates analytical and empirical methods.

Analytical evaluation

An Al algorithm can be characterized by its maximum explainability level, according to the four levels
identified insection3.4.4
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an explanation then cannot rely on the model architecture nor on the piecewiseg/sisadf the

algorithm at various levels of granularity. Levels 3 (approximation) and 4 (replication) on the other
hand rely on a structural or detailed analysis of the algorithon more precisely analysis of its source

code and of the resulting model.



If the organizational risk policy has adequately determined the explainability level required by the use
cases of each Al algorithm, then audit missions pertaining to those algorithms should focus-on high
stake algorithms which have logically been assignkigjlaer explainability level (3 or 4). In that case,
the analytical evaluation is feasible, assuming a few prerequisites arg thetmost important one
being the accessibility of the source code, including its documentation.

In cases where an internal external audit mission addresses an algorithm which has been assigned
a lower explainability level (1 or 2), one of the first stages of the audit should consist of validating that
this level is compatible with the types of risks and the compliance reqpaings of the business process

in which the algorithm is integrated. The audit may then evaluate the algorithm and its impact on the
efficiency of that process via the empirical methods described in the following section.

When the stakes warrant it, gpropriate analytical evaluatiotechniquesand tools should be
implemented as early as the algorithm design stagese methods may rely arformation shees
describingthe algorithm, the model, and the data useahd whenever pssible on theanalysis of
the code and data themselves.

Empirical evaluation
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observing itdehaviourbased on various input data. Several approaches are feasible, of which three
are described in the following.

Postmodelling explanatory methods.These methods operate on pteained ML models and are
categorized as global or local depending on whethelytham to explain a specific decision or the
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and are theefore particularly suitable for algorithms whose maximum required explainability is level

lor2.

An auditor can also use pestodellingexplanatory methods as a complement to any explanatory
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counterfactual explanations constitute a particularly interesting case of-mastellingexplanatory

method insofar as they carontribute to assessing that the appropriate data management principle
described in this document has been followed, both in terms of regulatory compliance (specifically

with respect to GDPR) and in terms of ethics and fairness. Aomprehensive listiopostmodelling

explanatory methods is provided appendix11.3

The workshops led by thaCPRwith financial actors, also detailed as appendix, have shown those
explanatory methods to be already in widespread use within the internal validation processes of ML
algorithms, mostly as a way to assess their prdperaviourby means other than efficiency metrics.

It seems logical that the same methods should also bearagilable to external actors tasked with
evaluating those systems.



Benchmark datasetsThis method consists of providing test data designed to stiestthe algorithm.

That dataset may be either synthetically generated or composed ofweddl data (amonymized if

need be), or even hybrid (typically via a generative model which enables to augment an initial
Go220a0NFLE RIEGE al YL SO0 @

From a technical standpoint, any empirical evaluation of this kind requires dedicated Data Science
resources, morespecifically Data Engineering profiles who can build benchmark datasets and
frameworks.

Challenger models This method consists of providing a challenger model, whose predictions or
decisions are to be compared against those produced by the model undeiaéea.

A point of attention regarding this method is its practical feasibility: indeed, the development of
challenger models requires allocating significant resources (human and material) and time to the task.
Those constraints are also hardly compatiblgh audit missions as currently performed by the
supervisor, which consist @analysingthe properties of the model in place and of checking their
consistency with respect to regulatory requirements. Thus they do not aim at building an alternative
ML mocel’. The next section suggests a few ways to implement this type of empisiahlation
method ¢ which isboth anambitious anda complex task.

Lastly, it should be noted that multiple empirical evaluation metrics are available and that their choice
deperds on the objectives, both when using benchmark datasets and for challenger models. Some
metrics focus on efficacy (in order to assess algorithmic performance) whereas ati@ysehow
particular segments of the population are treated (in order to detdistriminatory biases), others still
investigate decisions made by the algorithm on a particular data point, etc.

" To put in perspective the effort required for building an alternative model, implementing a credit model for a
banking institution typically invages tens of employees over a timespan of several years, even though its scope
Ad fTAYAGSR (G2 GKS 2NHIFIYATIFIGA2YQa 26y RIEGIF O



Empirical evaluation methods should be implemented as early as the Al algorithm design sta
included in he quality assurance process of the resulting modatspart of thenon-regression,
functional, and integration tests).

Explanatory methods should be viewed as an essential tool for evaluating an ML model. Th
be implemented at the design stage operyate on previously trained models, besides so
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appropriate explanatory methodshould take into account the algorithm type, the intende
audienceof the explanationsand the risk associated to the process.

Internal audit and supervisory missions may also use empirical evaluation methods st
benchmarking using their own test scenarios and datasetfieocomparison of challenger mode
to the modelsdeployed within the organization. In order to facilitate those missions, i
recommended to design data models and algorithms to be as modular andiegimented as
possiblec which constitutes good software engineering practice anyway.

5.5.2. Challenges for the supervisor

The previously described multidimensional approach to evaluating Al algorithms requires the
supervisory authority to adapt its tools, methods and data. Indeed, the analysis of an ML component
differs from that of a procedural algorithm (areVen more so of a process performed by human
operators). It requires not only a certain level of expertise, but significant resources dedicated to
building tools¢ such as challenger modetsand maintain datasets which enable efficient control
missions.

Besides, the variety of use cases for Al, and the variety of possible models for a given tfsescpsee

that the supervisor find a balance in the implementation of its evaluation methods: on the one hand
adaptability is necessary to support the inevigldiversity of models encountered in different
organizations, on the other hand only a sufficient level of formalism enables a systematic approach
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deployedmodel against a benchmark dataset).

Work on the tools

This line of work consists of building software and Data Science components in order to facilitate and
accelerate supervisory missions.

Those tools should enable producing challenger models as preyidestribed, in order to compare

them against those provided by the supervised organizations. A specific obstacle for the supervisor is
the dependency on heterogeneous data models across financial actors: the evaluation method based
on challenger models iplies that those models be able to ingest data according to a structure specific
to each organization. The challenge is analogous at the output: for example, some of the transaction

8 1n the case of internal risk models, for instance, the diversity of models can be seen as a factor of prevention
against herd behawir and hence against systemic risk (see discussion gapeNIi A FA OA £ Ay (i St f A3S
F2NJ GKS ¥ Aplublishédby the AEEROMID2dedber 2018).



monitoring models described in the worksham AML-CFT gection8.1) produce a categorical output
(low/medium/high risk level) whereas others produce a numeric suspicion score.

Work on the data

This line of work consists of enabling thepervisory authority to access and process data from various
open or closed sources (public data, regulatory data, supervisory mission reports, etc.) at different
levels (national, European or international control authorities).

Those data should allow tauild and maintain datasets for benchmarking the models deployed in the
AYRAzZGNRBY GKS 32rfa NB (2 YSIadNB (K24aS Y2RSft a!
kinds of data, to detect their temporal drifts, and so on.

The main challenge prested by the benchmark dataset approach is closely related to that described
for challenger models: in the absence of standardization efforts, datasets must be produced according
to a format and semantics aligned with those in place within the supervigggh@ations, which here

also incurs an additional cost of technological and methodological adaptation.

Training
In order to enable and accompany this adaptation of the methods, tools and data available to the
supervisor, appropriate training is a clear vi@ment, above all in the field of Data Science: such
training may find its place at the supervision authortys is considered within the ACRRY in
specialized institutions (for example pertaining to compliance in the banking sector).



6. Public consultation

Respondents are invited to illustrate their answers to the following questions using the use cases of Al
¢ particularly of MLg implemented in their organization.

6.1. Context

QUESTION.: EXPERIENCE WITAL

1 What kind of knowledge or experiend® youpossess regarding Al in general and ML
particular (R&D, Data Science, operational tradecraft, etc.)?
1 If youareansweingon behalf of a financiahstitution, what is the level of familiarity with
Al within your personnel (both in technical and in Imesis roles)?

QUESTIONR: IMPLEMENTATION Q%L (QUESTION SOLELY FINANCIAL CORPORATED

What are the ML algorithms implemented in your organization?

For each algorithm type, specify their use cases and the type of environment (develop

pre-production, production)?

1 For each use casaccording to whicteriteria and evaluation methods has the algorith
been selected (raw performance, explainability/efficacy trade etc.)?

1 What are the respective roles of the teams involved in the deaighimplementation of

ML algorithms in your organization (Data Scientist, software architects, pr

management, business experts, compliance officers, etc.)?

1
1

6.2. Explainability principle

On the basis of exploratory works conducted on three topics aldttyavbroader investigation of Al
in finance and of statef-the-art ML in other domains, this document has outlined a number of
expectations pertaining to the explainability of Al algorithms.

The relevance of those guidelines needs to be confirmed on several points, which are the object of the
following questions.

QUESTIONB: DEFINITION OF THE EXRATION LEVELS

Are the four explanation levels emerging from this analysis (1: observatignstffication, 3:
approximation, 4: replication) clearly definetfhot, indicate the points of misunderstanding.

36



QUESTIOM: ADEQUACY OF THE EX¥YARION LEVELS
Do those explanation levels appear to represent an adequate scale in the following:senses

1 Do they span the entire spectrum of current and future applications of Al in finance,
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1 Does the choice of four levels seem appropriate (if not, should there be fewer or
leves)?

QUESTIONS: PRACTICAL EXAMPLESEGPLANATION LEVELS

The table presented in sectid4.1suggests an appropriate explanation level for a few use cq
of Al in the financial sector.

1 How suitable are those suggested levels? If insufficiently, for what reason?
1 Are those suggestioredapted to your own usage scenarios of Al (specify those scenal
If not, in what sense?

6.3. Performance principle

QUESTIONS: TECHNICAL PERFORMAMNEHRICS

How do you view the technical performance metrics commonly used for ML (AUC or F1 scor,
score, etc.), specifically:

1 Their adequacy with respect to the various ML algorithms?

1 Theavailability ofmethodsto choose betweenhose metrics?

1 How those metrics are used (model validation, selection of its operating point, model
detection, etc.)?

QUESTION': FUNCTIONAL PERFORMANGETRICS

1 Which functional metrics (KPI) seem relevant when evaluating an Al component? Do
metrics account for compliance requirements specific to the processes considered?

1 Who should be responsible for definifignctional metricqtechnical or domain experts
with or without input from risk management and compliance teams)?

6.4.  Stability principle

QUESTION: TEMPORAL DRIFT OF MEMS

1 What risks are, according to you, generated by the potential drift of models over time
1 What methods are or should be used to remedy those rigksat least circumscribe then
(out-of-time testing,alert triggering based on model drift detection, eft.)
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QUESTION: MODELGENERALISATION

1 What limits to the generalization power of ML models have been identified, whethg
relation to overfitting or to intrinsic limits of the model?
1 How can those limits be handled (eot-sample testing, etc.)?

QUESTIONLO: RETRAINING AS A SOWROF INSTABILITY

1 Based on your experiencereamodel retraining phases(whether on a periodic of
continuous basis) a source of model instability?

1 What techniques are or could be used to limit this source of instabilitp-(agression
testingwith appropriatedatasets, etg?

6.5. Appropriate data management principle

QUESTION.1: REGULATORY COMPLIANGGEDATA MANAGEMENT

In your experience, which methods or techniques appear advisable in order to ensure comy
with variaus regulatory requirements relative to data management:

1 The GDPR?
9 Other crosscutting regulations?
T Sectorspecific regulations, such as the Europdald {nsurance Distribution Directiye

Specify what stage(s) of the Al development process (dedigiining / prediction) involve these
methods and techniques.

QUESTION.2: BIAS DETECTION ANDMGATION

Which methods appear advisable in order to analyze biases in ML systeessiiarfthe following
types of bias:

1 Preexisting liases in the input data fed to the ML models?

1 Biases present in the algorithms themselves?

1 Biaseswithin the models produced by the algorithms and in their decisiors and
predictions?

More precisely, which fairness metrics enable the identification addxs, for example those with
discriminatorynature?

Which methods cabe used tamitigate the undesired biases thusly identified?
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6.6. Integration in business processes

QUESTION.3: ROLE ORI

1 Which are or should be, according to you, the outlines of a method to assess the integ
of Al components in businegsocesse3

1 What should such a method enable to evaluate: how critical the function of th
components is, how disruptive they are titespect to the traditionaprocess what
humanmachine interactions are possible, etc.?
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QUESTION.4: AIENGINEERING METHQDIBY

1 Should the engineering methodology used for Al differ from that used for traditi
models, and more generally from standard software engineering practices? If so, in
way?

1 How should, according to you, the MLodelbuilding process take into account th
integration of those models in businegscesss?

6.7. Internal control system

QUESTIONL5: RISK MANAGEMENT

1 How does the introduction of Al into businge®cessesmpact risk management: does
generate newrisks or magnify prexisting risks (specify the nature of those ris
operational or financial, legal, etc.)?

1 Are new, Alspecific risk management methods called for (for example, calibration o
models in order to limit the exposure to a given typeisk)?

QUESTION.6: FUNCTIONAL VALIDATION

T What should be the initial functional validation process of an ML model (i.e. prig
deployment in production)?

1 Should functional validation be 4iterated when deploying a new version? Specify if {
answerdepends on the type of update (patch, improvement, etc.).

1 How should ML components be continuously monitored for business risks?

QUESTIONL7: INTERNAMODEL UPDATE POL(@YTERNAL RISK MODELS

f  On what conditions may, according to yddl. algorithms B dzi SR 6 A (1 KA Y
in the banking sectomand withininternal models in the insurance sector?

f Howshouldr y 2NABIFYATFGA2y Q& A thke Sitddceount theaasoSML
in its internalmodels?
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QUESTION.8: TECHNICAL VALIDATION

T What should be the initial technical validation process of an ML model (i.e. pric
deployment in production)?

1 What technical indicators and methods should be used to continuously monitor
components deployed in production?

6.8.  Security and outsourcing

QUESTIONL9: OUTSOURCING

Does the use of Al generate specific challenges or risks when its development, host
administration are outsourced? If so, which ones?

QUESTIORO : SECURITY

T What is the impact of using ML on IT security?

1 Which types of attack against ML modétsausative attacks, surrogate model attack
adversarial attacks, etcdppear the most important to you, both in terms of occurren
likelihood and in terms of damage inflicted in case of succgpseify accordin the type
of ML model, the use case, and the environment (dedicated hosting servers or
services, etc.)

6.9. Multi-pronged approach to evaluation

This document suggests implementing a multidimensional approach for auditing processes using Al.
The follaving questions aim to further define this approach.

QUESTIONR1: ANALYTICAL EVALUATION

T Whichof the following elements are available for evaluating an Al algoriththe relevant
organizationsthe source code? Its documentation? The resulting models? The trainin
validation data? Specify if the answer depends on the algorithm type, the use case inv
or the context of the evaluation (internal validation, external audit, etc.).

1 Do youwuse standardized documentation frameworks such as information sheets desc
the algorithm, the modelor the data use@
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QUESTIONRR2: EMPIRICAL EVALUATION

T

T

1
1

Are the data format and schema sufficiently standardigedflexible) to support a data

Analogously, are they sufficiently documentaad transparento support the integration

Which of the empirical evaluation methods suggested in se&ibri(benchmark datasets
or challenger models) seems more appropriate in your opinion?

Is the architecture of data processing workflows and Al systems within the relg
organizations sufficieht modular and robust to enable this kind of functional testing at
data or model level?

benchmarking method without incurring data integration costs by the supervisor?

of challenger models developed by the supervisathout this apprachbeing rendered
unrealisticby an information asymmetry?

QUESTIOR3 : EXPLANATORMETHODS

)l

E R

Which explanatory method<f, appendix11) are currentlyimplemented among the use
cases of Al to your knowledge?

Do you know of any explanatory method for Al other than those describethis
documeng If so, which ones? Have they already been implemented and deployed?
Does themostappropriate explanatory method tase depend on the algithm type?
Does it depend on the intended recipients of the explanatemdif so, in what way?
Does it depend on the level of risk associated withltheinesgprocess, and if so, in wha

way?
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7. Technical scope

Al is anextremely broad field whose definitiog based on academic work and industry practices
evolves quickly over time. Within this discussion document, Al is considered solely in its embodiments
relevant to the financial sector, both in their current form anaheir likely evolutions over the near

to mediumterm horizon.

7.1. ML vs. Al

The scope of this document is restricted to ML (Machine Learning), which happens to be probably the
most intensely studied field within Al. Other forms of Al are not taken intwsiceration: robotics,

game theory, optimization under constraints, mwdggent systems, knowledge representation and
reasoning, or planning automation.

Among the ML methods used in the financial sector and considered in this document, the following
categaies should be mentioned (without any comprehensiveness):

- Unsupervised learning methods (in particular clustering techniques), which are commonly
used in fraud and anomaly detection scenarios.
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linear regressions.

- More sophisticated yet also commonly implemented models such as detisirbased
ensemble methods (Random Forests, Gradient Tree Boosting, etc.).

- NLP (Natural Language Processing), used to classihnahgeall kinds of text data.

- Deep Learning (deep neural networks), used in various use cases including CV (Computer
Vision) where they particularly shirggalthough a less prominent use case in finance than in
other sectors.

7.2. Models vs. algorithms

Another key point of terminology is the distinction between an Al algorithm and the model produced
by that algorithm. An ML algorithm (Al being, as indicated above, the field of Al considered in this
document) is an executable procedure represented as softwade cjust like any algorithm. Its
specificity with respect to other types of algorithms is to operate on input data (above all training data
but also validation data) and to produce an ML model as output. That model is, generally speaking,
itself composedf a predictive algorithm and of model data. The predictive algorithm is typically an
optimization procedure which minimizes an error metric for the model on training data.

A few examples shall illustrate the relations between ML models and algorithms:

- Alinear regression algorithm produces a model composed of a vector of weights.

- A decisioAree construction algorithm produces a model which is a tree whose internal nodes
are logical conditions involvimgedictor variabls, and whose leaves are predictealues.

- A neural network algorithm (based e.g. on a bpospagation method and a gradient descent
algorithm) produces a model which is a graph structure whose nodes are weight vectors.

The terms model and algorithare sometimes used interchangeably withiire present document
when the context is unambiguous, or when the meaning refers both to the model building process
realized by the algorithm and to the prediction process realized by the alfeaittynodel.



8. Detailed description of the exploratory works

This appendix presents, for each exploratory work on the three topics selected:

- A description of the purpose and relevance of the exercise.

- The objectives of the algorithm presented by the financial actor involved.

- A few technical details on the method atitk implementation.

- The validation process adopted by the actor.

- The governance issues raised by the introduction of Al into the buginessss

- The evaluation methods used and their implications, according to the four evaluation
principles exposed irhts document (appropriate data management, performance, stability,
explainability).

- The engineering methodology used to develop the Al system in question.

The following sections do not in any way constitute an evaluation of the algorithms studied the&ing
exploratory works, nor of the business processes in which they are'uddukir goal is to provide
contextual, factual information to the reader, so as to shed light on the lessons drawn by the ACPR in
this discussion document.

8.1. Topic 1: Anti-money laundering and combating the financing of terrorism
(AML-CFT)

8.1.1. Regulatory context

Current AMECFT regulation requires financial institutions to implement risk management procedures
enabling them to detect PEPs (Politically exposed persons), the transactiohsrigundividuals tied

to a highrisk country listed by the FATF (Financial Action Task Force) or the European Commission, as
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knowledge of its customers, and maesult in a SAR (suspicious activity report, or equivalently
suspicious transaction report).

European and national regulations pertaining to freezing of assets also require financial institutions to
set up a unit dedicated to implementing the relevant asearesc which include, in addition to asset
freezing, the prohibition of making funds available.

Those regulations do not require using a computer system to do so, but in practice most organizations
use software processes due to their size and their agtixolume.

Lastly, those regulations do not contain any provision specific to the use of Al.
8.1.2. Purpose of the exercise

The objectives of the primary AMLFT workshop, augmented withrsacondaryworkshop, were the
following:

- Understanding the potential useases of Al in AMCFT.
- Gaining familiarity with the underlying Al techniques.

19The call for applications published in March 2019 stated that the works envisioned wesenaynrelated to
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- Thinking about possible adjustments of supervisory processes in view of controltinigeX
AML-CFT processes.

8.1.3. Objectives of the algorithm

The main project studied within thi®pic consists of introducing ML models to aid the filtering of
transactional messages in other words, design algorithms which can assist agents tasked with
distinguishing, among the list of alerts raised by a-hdsed thirdparty monitoring tool, thefalse
positives from the transactions concerning individuals who actually are on embargo or sanction lists.

In the process prior to introducing Al, operators review alerts issued by the screening mechanism in
order to determine whether they are physicalmoral persons targeted by restrictive measures. These
operators are organized according to two levels. A lvétam is in charge of the initial alert
processing, on the basis of a decisimaking matrix. The alerts which are nesolved atevel 1 are
escalated to leve? teams, which are authorized to release the payment, reject it, or file a homonymy
case with the administrative authority responsible for the freezing of assets.

The role of the ML model developed is to assist this decisiaking pr@ess and to route the
transactional messages to the appropriate level based on their relevance, i.e. the more sensitive
messages will be directly processed by level 2, which aims at streamlining and securing the overall
process. Level teams, no longer inharge of the initial processing of some of the alerts, will then be
able to absorb a volume increase. This model, developed by the participant to this workshop, was
dubbed TPA (True Positive Acceleration).

8.1.4. Technical details

The ML algorithm is based omaural network which is fed features with varying levels of complexity:
message characteristics, phonetic distances between strings, address components (using NER, i.e.
named entity recognition), and semantic analysis of fi@en text. Those variables @extracted from
transactional messages by the filtering tool and do not contain any personal data (unlike the original
messages).

Al contributes to rationalizing the filtering process. Indeed, by quickly and efficiently discriminating
between heaps of valminous messages not only frees up the analysts who can focus on tasks with
higher addedvalue. The analysis of results produced by the Al also gives them higher accuracy in their
daily job, since the risk forecasting process gains in precision as theevaludataanalysedgrows

over time. A reduced amount of routine, repetitive tasks, along with the opportunity to partake in
engaging strategic works, should also contribute to employee retention.

Lastly, the situation can also be considered where Al dyreontributes to improving the decisien
making of human analysts by performing@sthocanalysis of the abandoned or escalated alerts, so
as to give them a means to adjust their decisions on future alerts.

8.1.5. Validation process

The starting point for th@articipant to this workshop was to build on existing validation methods used
for risk management models, which could be relevant to internal control procedures.



The usual frameworks for such risk management models are organized around a model vakdation t
and a model update team. Those two teams are mutually independent: an independent review tends
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The goal is to perform a formal validation once a year and each time the modelgasdesignificant
change. Meanwhile, machine or human expert systems might usebaded procedures in order to
build a reference dataset, which can then operate as a benchmark against which to compare the model
under development, so as to identify caselsere Aldriven decisions deviate from expected norms.

The peculiarity of validation processes for ML is the lifecycle of the models:

- On the one hand, the integration of the ML component in thesiness processhould be
performed orce, accordingtd@ €t ARIF GA2y YSGUK2R&a Ay fAYyS GAGK
framework.

- On the other hand, the statistical validation of the model should be consistent with the first
kind of validation, and be repeated over timédeally on a continuous basis.

In otherwords, the notion ofa priorivalidation should bee-examined since shorter validation cycles
are necessary, which makes the dichotomy between initial validation and ongoing review less relevant
in the case of Al algorithms.

At any rate, the validation rpcess should be proportional to the risks, in particular in terms of
regulatory compliance.

8.1.6. Governance issues

The governance schema chosen by the actor was to ensure-fotdvduman role in the monitoring
of the algorithm: leveR analysts are tasked t@uthorize or reject transactions, but also to guarantee
0KS {32 NIbéh&vio@ whild Bval1ladaNgts also annotate transactions in parallel with the
algorithm, which increases the amount of additional training data available to it. The Igieoach
has not been retained by all actors who introduced Al into their AN filtering workflowsct.
section8.1.9), however it enables to validate the perfornm@nand stability of the algorithm over time,
even in the presence of major changes in transaction profiles.

In terms of operational risk, a point of attention is the significant decrease of thelewelrkload (on

the order of 10%) due to the introductiarf the ML model. It is necessary to anticipate the operational
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system failure: this risk is critical because of its potential ramifications, givernthi&akl component

contributes here to a performance obligation. In particular, the organization needs to ensure that the

levell validation teams remain capable of absorbing, if necessary, the entirety of incoming
transactions without degrading the quality service provided.

8.1.7. Evaluation methods and their implications

Explainability
The explainability requirements of the algorithm are different from the other workshops (which
pertain to credit granting models and to the construction of an insurance product).



Indeed, there is no requirement to motivate the decisions made by the algorithm which impact an
individual. Checking the relevance of an alert raised by the algorithm is also relatively simple for an
analyst: in order to do an efficient job of comparifgtalert to a sanction list, the operator does not
need to know the reasons why the alert was triggered.

The most important benefit of explainability in this case is its business value: it facilitates the analysis

of the patterns of filterindpehaviourcapured by the algorithm (which also constitute its training data).

This assistance in understanding the operations performed by a human analyst is an additional help
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performance obligation (otherwise put, false negatives are very costly and should be reduced to a strict
minimum).

Performance

The statistical performance of the predictive model, along with its operational impact on the alert
processing workflowhave been evaluated with the following observations:

- Statistically speaking, the model exhibits a slight overfitting, which however does not appear
to induce any functional risk given how the algorithm is integrated in the overall process: in
the worst cae, that process will not be automatically accelerated, nevertheless they will be
adequately processed by lev2lteams if need be.

- ¢ KS Ff 32N 0K Y @Giaess\poedssa@nifests itfself bhykaSignificant decrease of the
volume of alerts to be prassed by level teams, and by a marginal increase of the volume
of alerts to be processed by lev&teams due to the improved recall of the model.

Stability

¢ KS Y ddR&ibumppears to be stable over time, insofar as the relative impact of the eratizin
of message processing on the workload managed by-lkaeld level teams is itself stable over time.

However in this usage scenario, data quality and comprehensiveness are essential, and their
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approaches can be used to this aim:

- Making temporality explicit in the algorithm, since it plays a key role in the semantitzdanf
in particular, datasets used in AMRFT should be periodically reviewedider to take into
account new methods used by malicious individuals.

- Building generic, timd Y RSLISYRSYy i @I NAIFIo6fSay FTDHDRIAzKyEEE YO
variabl& dzd S aO2dzy GNB 0SSt 2y 3a G 2-ntariadtfediBafeladd: y Ol A 2 )
to the issue considered.

Appropriate data management

This project directly stems from the compliance department, however as previously indicated, a
specificity introduced by the use of ML is that the responsibility for the validation process, in additio
to the compliance team, also lies on domain experts and on technical experts.

8.1.8. Al engineering methodology

The project was undertakesccording taan agile methodology, and was at the time of the workshop
still at the experimental stage. As suggested ictis@ 8.1.5 it appears sensible at this stage not to



demandg even on as sensitive a topic as AMET¢ an excessively broad or cumbersome validation
process, whichvould involve other departments and hinder its deployment in production.

8.1.9. Secondary workshop

A secondary workshop on the AMIET topic was conducted with another banking gftiUhis section
only summarizes the noteworthy differences with the primary wodgsh

Objectives of the algorithm

The business process in which ML was integrated in this case is the filtering of transactional messages,
not to screen them against sanction lists (which in the primary workshop led to a potential rejection
of the payment orthe assets being frozen), but to detect suspicious transactions and, when
appropriate, yield a suspicious activity report (SAR). This function is performed by enterprise software
specialized in filtering financial transactions, which uses preconfigursithéss rules: those rules are
executed on each transaction to produce a suspicion score, which is then used to route transactions
above a threshold toward teams tasked with the analysis of alerts. Following the standard, those teams
are broken down into keels 1 and 2: alerts above a first threshold are directed to level 1 (at the level

of the branch offices) while those above a second, higher threshold are directed to level 2 (theTracfin
correspondents of the banking group).

In the new approach, an ML rdel is trained on a training dataset composed of 50% manually issued
alerts which have been validated and 50% alerts generated by théasled software. It should be
noted that for a significant portion of the manually issued alerts, the suspicion poodeiced by the
business rules is zero.

The integration of ML into the process differs from the primary ABAT workshop in that the ML
model is here introduced as a complement to the enterprise software, with the following features:

- The function of the Mimodel in the primary workshop was to escalate some of the alerts
trigged by business rules from level 1 to level 2. In this case, the ML model produces additional
alerts which are sent directly to level 2. The Al thus follows a parallel workflow, aadseatl
one where the execution of business rules would be followed by ML prediction. Thus, rather
than a classifier for previoushaised alerts, the banking group has deployed a detection tool
for validated alerts which is applicable to the entire tracton flow.

- Also, afilter has been introduced so that, when a transaction is assigned a high suspicion score
by the ML model, an alert will only be generated if no alert was raised by the business rule
engine on the same customer within the threeeceding months. In other words, an alert
triggered by the ML corresponds to a customer which has been given a high score while having
dGreSR 0St2g (GKS NHzA S SyaaySQa RSGSOGAZ2Yy (KNI

- Lastly, contrary to the business rule engine, the ML ehddkes into account information
beyond transactional data: statistical features of the transactions are combined with static
variables (either direct measures such as duration of the customer relationship or asset value,
or constructed variables such te types of products and contracts) on a sliding time window.

20 This workshop is presented as a secondary study as it was conducted belatedly, furthermore the use case for
Al and its technical implementation are relatively similar to the first workshop.

2 Tracfin("Traitement du renseignement et action contre les circuits financiers clandg&timsservice of the
French Ministry of Finances in charge of enforce AML regulation and coordinating its application.



Governance issues

Contrary to the primary AMCFT workshop, lev&lteams do not annotate the transactions in parallel

with the ML model so as to detect false negatives: this is because afgcdrdii 2 G KS 2 NAI yAT
team, any relevant sample (i.e. having a sufficient number of false negatives) would be too large. Two
methods could be considered fanalysindalse negativeg namely either lowering the alert triggering

threshold or systematally sending the most suspicious cases for reviewboth of which would

likely induce an excessive additional workload for the operators. Besides, some false positives are
simply due to norobservable variables.

It should be noted that this way of introducing ML into thesiness process.e. as a complement to

the enterprise software), along with the routing of MEnerated alerts to level 2, result in additional
workload for leveR teams. This is why a new pgtbject has been initiated with the goal of routing
certain alerts raised by the enterprise software from level 2 to level 1, in order to reduce that extra
workload.

Also in relation with those changes in the business process, the banking group has tesidecture
the organization ofits AML C¢ SELISNIA &S | NRBdzy R G Rdzl £ &1 At f &aShac:
(including data management issues) and possess business experience (including in risk management).

Those different governance choices betwearth AML-CFT workshops are particularly interesting:
each option is probably suitable for its particular context, and the feedbacks gathered around both
projects will likely provide valuable knelow regarding the possible tradeffs between the
predictive power of an ML model, its temporal stability, and the workload dedicated to manual
annotation of data.

Explainability

Explainability requirements are aimed at different types of users. A joint effort within the banking
group, involving technical teamsh& compliance department and IT people, led to proposing
explainability forms adapted to what each user type wishes to observe and in what context (in line
gAOK GKS | LILINE I O Kedpieris@NiFe @xplénatiind Ya SOUG A2y a

- Technical teams (in particular Data Scientists) rely on the explanations during the model
construction phase; not for continuous monitoring. SHABHapley Additive Explanatigns
values are the ¥planation form used in that case to understand the decision made on a
particular transaction.

- Compliance experts use explanations to support their decision to abandon or validate an alert.
Workshops were organized with these users in order to better éettreir needs (as simple
tabular representations of SHAP values were quickly deemed inadequate). This led to the
development of a GUI (graphical user interface) showing explanations which are still based on
SHAP values but easier to interpret and moreaable.

- Lastly, the banking group also aims to provide relevant explanations to internal or external
auditors, including (as a complement to both previous explanation forms) a documentation
ensuring proper intelligibility of the algorithm.

Performance

Themain performance indicator is the rate of alerts generated by the detection system which result
in a SAR. The introduction of ML according to the aforementioned architecture enabled the doubling
of this indicator.



Stability

A monitoring tool has been impleented as early as the initial deployment of the ML model, so as to
detect any operational anomaly or model drift. That tool periodically checks several indicators
characterizing the model, the input data, the output score distribution, etc.

Technical tems indicated during the workshop that it was still too early to determine whether drifts
of the ML model were more or less frequent than the need to reconfigure the enterprise software.
Updating the ML model would nevertheless be simpler than updatingpéinameters of the business

rule engine for several reasons: it is a simple retraining phase without addition of new features, it is
also fully automatable, and the entirety of model parameters are adjusted without any manual
intervention. Besides, the ML adel updateg from retraining to deployment to productiog would

not take longer than 2 to 3 days, which is significantly less than a reconfiguration of the enterprise
software.

8.2. Topic 2: Internal models in banking and insurance

The second topic for the eloratory works conducted by the ACPR pertained to internal risk and
capital requirements models. In fact, candidates on this topic suggested to study use cases in a slightly
different domain.

As a consequence, this topic pivoted toward risk credddelling, considering both granted to
individuals and to businesses. It consisted of two distinct workshops:

- A workshop focusing on credit grantimgpdels:those models usually compute a credit score.
The participant to this workshop is a banking group.

- Another workshop relative to soalled behaviouralcredit models: those models aim to
estimate a probability of default on a given time horizon for a current credit. The participant
to this workshop is a large consulting firm which provides to bankingnagtons an ML
model construction platform.

8.2.1. Regulatory context

Both workshops shared the following initial observations:

9 Classical internal models are generally relatively easy to audit but perform poorly. More
advanced or more complex models shoptdvide a performance improvement, albeit at the
cost of explainability.

1 Regulatory requirements are identified as hindrances to the implementation of innovative
algorithms, especially those based on ML: such requirements pertain to stability of the
resuling models, to their auditability, but also to the transparency and explainability of the
algorithms.

1 Additional challenges related to personal data protection, along with limitations inherent to
the data (in terms of access or completeness, for exampiake it challenging tanalyse
correlations among multiple variables characterizing customers andhieeaviout

8.3. Workshop on credit scoring
8.3.1. Purpose of the exercise

The banking group in question has implemented methodological guidelines for credit Stmuliads.



The workshop aimed to explain how cregtibdellingteams took into account those guidelines/hich
had been defined and refined over the course of many yeaxsas to build models in accordance.

8.3.2. Objectives of the algorithm

This workshop involaethe analysis of several credit scoring models, all of which answered a dual
objective:

- To reduce the dependency toward thiphrty data providers (such as Credit Bureau) by
integrating additional internal data sources into the algorithms: for instabebaviouraldata
in addition to Credit Bureau scores and to traditional internal data such as credit history.

- A more classical objective was to improve the discriminating power of credit scoring models.

The three models studies were respectively about dréati enterprises, credit for the purchase of
used vehicles, and credit for household equipment purchases.

TheHousehold Equipmennodel is described in further detail in this section. The other two models
present similar issues, both at a functional artdaatechnical level. The business objective of the
Household Equipmemhodel is to make a decision on the credit request within 5 minutes.

8.3.3. Technical details
The project relies on the following data sources:

- Data on credit applications
o Individual data on th applicant (and caapplicant when appropriate)
o Information on the product (amount, credit terms, etc.)
- Data on contractual risk
o Data used for computing default states
o Data used for computingehaviouralariables
- External data
o Credit Bureau scores
o Data fom central banks

Data Scientists met during the workshop insist specifically on the importance of enriching internal data
(which is typically the only kind used in such projects) using external data: the latter will be of various
types (text, time series, etc.) and somet&mecollected from open data sources (obtained wigb
scraping. The strength of ML lies not only in using novel algorithms, but also in leveraging such data
sources2 FG Sy OFffSR alfGSNYyIIGABSE RIEGE a2d2NDSaod

Most models implemented by the teams decidedise a Gradient Tree Boosting algorithm (or variants
thereof) after comparing it to other algorithms commonly used in the organization (in particular, SVMs
were too demanding in computing resources, and neural networks were deemed unsuitable for this
use @se).

8.3.4. Validation process

The validation process within the banking group for any credit granting model developed using ML
prior to its deployment in production (whether a new model or a patch on an alrda@joyed model)
is as follows:



Credit teams who dagned the model (usually located in the same country, or centralized
teams in cases where sufficient Data Science resources are not available at local entities) send
the Validation team a dossier comprising a technical documentation along with the entire
source code.

The Validation team inspects the documentation (conceptual validation) awdnse the

model generation code (training, test, validation) in order to verify its results and to bring a
critical look on the methods used. This is only possibabse the Validation team possesses

all necessary skills to evaluate the model according to the principles described in this
document (data management, performance, stability, explainability).

For certain entities of the banking group, credit granting med@ee used in Basel models (i.e.
internal risk models in the banking sector): in such cases, the Validation team presents the
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constant risk, decreased risk, hybrid ségy).

When appropriate, the dossier once validated at the group levelis sent to the ECB for
validation of prudential models.

The validation process thus comprises conceptual phases but also applied phases.

8.3.5. Governance issues

This workshop described stenario where an ML component is introduced as a computer aid to a
decisionmaking process (and not as a fully automated process). Indeed, the component is part of a
multi-step process:

1.

2.

3.

Execution of business rules (related to age, filters, dnvdebtedress) previously defined by
domain experts jointly with the Validation team.

Automatic computation of the credit score (which is given a lower weight than business rules
in the overall decisioimaking process).

Possible intervention by a human agent, wha caerride the decision, both in cases of a high
score (credit granted by the system) and in cases of a score below the threshold.

8.3.6. Evaluation methods and their implications

Explainability

There are multiple objectives for explanations in this use case:

Model designers need to guarantee the profehaviourof the algorithm and to facilitate the
validation process.

Explanations are also aimed at the teams responsible for continuously monitoring the system.
Lastly, they will in the future be useful to agenwho need to understand a negative result
produced by the algorithm before making a decision, i.e. either confirming the credit denial or
granting the credit through a manual override.

The SHAP method was retained for the three situations (LIME waswak@ed), for the following
reasons:
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decisions) and local explainability (i.e. which values taken by a specific data point impact the
decision positively or negatly).

The form of explanation provided by SHAP has been deemed by users to be the most
analogous to the traditional (logistic regression) model.

The method was easy to implement in each of the three situations.



A counterfactual explanatory methodf(sedion 11.3.1) is however also being considered: it would
likely require a significant amount of Ul work, especially if a large amount of information needs to be
presented to users. Besides, the explanation should be as intuitive as possible, which is not
straightforward in cases where the underlying decision tree has been split on criteria which are not
j dzA 0 S f 2ageA<@8.5 yeadsS © 3 & d4

Performance

The main methods and metrics retained to evaluate the model performance are the confusion matrix
or F1 score to assess recall and precision, the GINI score to evaluate its discriminating power, and the
Kappa coefficient for comparing the old and new saprimodels.

In particular, a GINI threshold is defined by the guidelines implemented throughout the organization,
both for all credit models (the current status being that this threshold is achievable for most re
designed models except on certain populatisegments such as younger age groups) and for all
regulatory models (with a higher threshold in that case).

The GINI gain obtained when going from traditional scoring models to the ML model produced by
Gradient Tree Boosting is rather small (a few percgatpoints) in the case examined during the
workshop, i.e. the household equipment model. Nevertheless it can reach up to 23 percentage points
in some models developed by the teamamely thosewhich initially had a low discriminating power.
Furthermore, &en a seemingly marginal GINI gain generally represents a significant decrease in the
key business metric in this case, namely the expected credit loss.

Stability

The main stability metric retained in this project is based on evafidation results (nanlg some
checks on the standard deviation over the different folds).

Several indicators are also monitored:

- Mutation rate of the population (using the Population Stability Index).

- Evolution of the portfolio profile (credit application rate, acceptance ratember of defaults
over the previous three months), in accordance with the monitoring practices described in
section3.3.

- Evolution of business performance mettics

In case an alert is raised on those indicators, an analysis if performed in order to find probable causes
for the corresponding statistical anomalies, and a remediation plan is produced, which may in some
cases include a model redesign.

Due to lack of mdsight on the operation of the new model thus far (which is done in parallel with the
traditional model still used in production), the teams were not able to estimate its stability nor its
appropriate update frequency.

8.3.7. Al engineering methodology

The credi granting models developed by the teams are not yet in production. A meth@ohadyse
corporate credit risk, however, has been implemented and deployed: it leverages (mostly open) data
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8.4. Workshop on probability of default
8.4.1. Purpose of the exercise

A workshop was conducted with the Credit department of a consulting firm, who offers its clients from
the financial sector an ML engineering solution which is applicable to building models to estimate
probabilties of default. This workshop was quite complementary to the previous one which focused
on credit scoring models insofar as it relates to a generic, fully externalized Al solution. It thus
represents an interesting example of the adoption by a finarsaitr of an ML product developed by

a third-party.

The solution offered by the consulting firm is not antbi-shelf product operating as a black box, but

a toolbox which enables to design and build a model while maimganconstant interaction betwen

the solution provider and the customer. In practice, the resulting model is a hybrid one, partly based
on advanced ML algorithms during the design phase but then translated into simple and explainable
algorithms for the deployment phase. This choiceegp to have been motivated by the necessity to
deliver a weldocumented model, along with an audit track.

The solution as currently available is designed to support credit scoring and probability of default
models, however the solution provider is worgiron applying a similar approach to internal risk
models, namely leveraging ML to yield corrections and improvements to currently used models in the
form of business rules.

8.4.2. Objectives of the algorithm

The main objectives of the project were the following:

1 Increasing the performance of the models used for decisi@king. In particular, an improved
risk discrimination through the identification of ndimear effects between risk factors, an
improved classification of individuals, and a faster identificatibonhanges in the underlying
risk portfolio.

Improving data quality through the use of quality assessment and improvement technigues.
Refining the estimation of regulatory capital requirements through the use of more accurate
models.

1 Increasing the transrency and auditability of the models.

)l
)l

Data availability is an essential issue in this case, since the volume of data that can be exploited varies
greatly with the use case: few data points for consumer credit, far more for housing credit.

8.4.3. Technical details

The main stages of the nominaghaviourof the solution are commonly encountered when adopting
advanced ML models, with the exception of the last one which makes the approach original. These
stages are:

1. Data quality control and data preparatiqmior to modelling
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ML algorithms are used, typically random forestsieural networks
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4. ldentification of the margin of improvement of the reference model: in the use case
considered, 80% of the prediction error can be attributed to 20% of the population, thus the
goal is to identify population segments which are incorredigsified by the reference model.

5. Visual explanation of the decisions made by the ML model: the methods used are classical
ones (SHAP, LIME).

6. Extraction of simple, auditable business rules which explain the performance gap between the
ML nodel and the reédrence modelto this aim, population segments which are incorrectly
classified by the reference model are automatically identified, then business rules are
extracted by a domain expert (typically from risk management) so as to reduce as much as
possible hat performance gap.

7. Definition of the final hybrid model, as a combination of the reference model and business
rules.
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above, an information sharing platfior enables the customer to review the entire design process
independently from the execution of that workflow.

To some extent, the model building approach adopted here relies on challenger models mentioned in

this document as a possible audit methaxd. 6ection 5.5): several hundreds of model exemplars are
compared against one another, then the best one is retained, following which the system will minimize

the performance gap between the reference modey R G KI G adG2L) OKIff Sy3aSNE
strategy is to try to replicate the performance of the best challenger models while remaining inside a

more controlled operational frameworlg which is guaranteed by combining an intrinsically
explainable mode{logistic regression) with a limited number of business rules.
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made early on in the project, firstly because ML is notoriously difficult to implement inyjbésof

scenario, secondly because such a model would itheaviourinherent to the population considered,

such as the transition of individuals across population segments over gimkich is essentially

observed in any credit model.

8.4.4. Validation process

Initial functional validation relies on the documentation of the algorithm and on a presentation of its
results. It is performed by the solution provider in support of the customer, in an iterative mode which
is more specifically focused on aforementiorstdges 4 to 7 (i.e. from the identification of margins of
improvement to the definition of the resulting hybrid model).

As for continuous functional validation, it is similabecktestingwhich is usually performed for credit
models, except that frequ& monitoring of population segments impacted by business rules is
required, the goal being to anticipate the detection of model biases. Interestinatktestingresults

are presented to the Risk Committee in order to assess the relevance of a madshasijt.

8.4.5. Governance issues

The solution design, which ultimately consists of tuning a reference model via business rules (stages 6
and 7), aims to make it compatible with governance frameworks common to most traditional models.
In particular, the hybrid madel designed by the consulting firm can be assimilated to the classical
behaviourof credit granting models, which follows an analogous business process: a regression model



¢ comparable to IRBInternal Rating®Based Approach) modedsis first executed, hen an override
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governance framework, the benefit egpted from the approach is agh model explainability (cf. next

section) The choice of a hybrid model has also been made for various operational reasons: easier
implementation, stability and robustness.

Another governance issue raised by this use cashoisever relatively common, namely the
outsourcing of the model design and implementatiandalso of its maintenance

8.4.6. Evaluation methods and their implications

Explainability

By choosing a hybrid model based on decision rules, the solution provideuhtteepemphasi& on
the generation of convincing explanatiomslocal and globak intended both for users and for
governance bodies.

For instance, an essential explainability criterion is that the aforementioned overrides of the model
decisions must benotivated. In particular, a user of the model (typically an account manager) must
understand why the model produced a given score. Besides, as explained in deetignthe
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objective result provided by the model. In the hybrid model, business rules have beselpoted by

the algorithm: in essence, the model is first opitted as a logistic regression, then the addition of

business rules aims to optimize the resulting hybrid mogéeh both cases in terms of global
performance.

As for local explainability, the use of SHAP enables to provide the reasons for a partic@ayiseo

by the logistic regression model. An explanation of the decision made by the overall hybrid model in

turn consists of augmenting those SHAP values by the motives of any overrides made by the business
rules. Those motives are quite simply the memdbgp of the individual considered in one or more
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algorithm.

Performance

The following metrics, which combine predictive performance and business effifasgdtion3.2),
are used to assess the relevance of the overall model construction workflow:

- As predictive performance metric, the GINI score gain is used (typicalhearder of 5% in
the cases studied).

- Two business performance indicators are computed: the gain in terms of returns measured
while keeping the risk appetite constant (around 50%) and the reduction in expected loss
(which is a standard computation in @rhal risk models).

22This concern is also evident in certain technibalices: for example a genetic algorithm was picked for hyper
parameter tuning rather than e.g. a Bayesian optimization method, because it was deemed easier to explain even
to laypeople while offering comparable performance.



Furthermore, the replicability of the model has been studied: initial runs experienced a problematic
lack of reproducibility, which was later solved.

Stability

Firstly, this workshop illustrated the observation made in sec8@l, namely that the temporal drift

of a predictive model may in most cases be due to a significant change in input data, without even
considering the impact of the ML algghm. Thus in the case of credit models, structural modifications

of the population considered may introduce model biases. Nevertheless the evolution of the client
database of a banking group, for instance, is rarely taken into account by IRB mod&kswryighe
consulting firm which participated to the workshop advocates for the adoption of a portfolio
monitoring solution by banking institutions, wherein customer portfolios as well as credit and asset
portfolios are regularlyanalysedo detect such suctural changes.

Regarding the stability of the predictive model, a gubject has been undertaken by the solution
provider in order to provide KPIs as the basis of a monitoringbaséitesting protocol of the hybrid
models, in order to identify deviations of the model itself.

The stability of the hybrid model in fact only differs from that of the logistic regression model by the
choice of the business rules embedded in it. That choice is madeebcustomer in interaction with

the consulting firmas bothdiscuss the technical implicatiotesgether. The customer may also choose
during a model review to suppress a rule, for example to be more aligned with its risk appetite, or due
to data qualiy problems identified on a variable involved in that rule.

Furthermore, the analysis of the model stability has shown that introducing business rules does not
make the model less robust, provided those rules are guaranteed to apply only to the population
segments identified. They also enable a specific monitoring of those population segments.

Lastly, initial studies suggest that a periodicity of 6 months for model updates would be adequate, both
for credit scoring and for probability of default models.

Appropriate data management

In this kind of outsourced moddiuilding solution, the validation of the resulting models, as well as
GaKIF G 2F GUKS | RSljdzr O 2F RI G YFEYyF3SYSyiz Aa
compliance and risk departments.

Thete is thus no delegation of responsibility, nevertheless the regulatory requirements imposed to the
end customerg, particularly when it comes to explaining model predictianare reported onto the
solution provided by the thirgbarty. Interestingly, the widkshop participant has indicated that a
project had been undertaken to set up an Ethics Committee involving large banking institutions among
its customers, with the ultimate goal of producing an MRlbdel Risk Management) framework.

8.4.7. Al engineering methodology

The choice of an iterative model building workflow rather than a fully automated, sstgpeprocess

is deliberate. Indeed, the solution designed by the workshop participant involves human intervention
in the hybrid model optimization phase: this appch makes entb-end automation of the build
process impossible (while providing, according to the solution creators, benefits in terms of
explainability and stability of the resulting modgtee previous section).
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Besides this lack of ertd-end automdion, the engineering methodology relies on two foundations:

- On the one hand, the hybrid model building workflow follows a systematic approach and is
developed according to industry standards.

- On the other hand, the tooling handed over to the customer wike the form of an
information (model, dataand resulty sharing platform, which enables the customer to be in
the loop of all the decisions made and all the results obtained during model construction. The
objective of this platform, still under constrtion at the time of this writing, is to provide an
automated audit track of all exchanges with the customer.

The goal of this architectural choice is to make each stage of the model building traceable even after
the model has been deployed in productiavhether that stage has been automated or is performed
by a human agent.

As for the risks induced by outsourcimg. 6ection5.4.2), they call for the following comenmts:

- The aforementioned model building method enables both reproducibility and auditability of
the models produced.

- ¢KS ljdzZrfAGe 2F ASNWAOS Aa GKS OdzadG2YSNDa N
deploy the models and is in charge of th@rerational maintenance.

- Continuity of service and reversibility do not raise major difficulties either since the customer
is able to revert to the regression model at any time, furthermore the evolution of business
rules can be monitored independently frothe model construction having been outsourced.

- Lastly, the risk of dependency towards the solution provider remains, specifically in its most
fundamental aspect of technical knowledge: in this kind of situation, the end customer is
responsible for develging and maintaining its expertise and kntvaw in order to control
that risk.

&
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8.5. Topic 3: Customer protection

This workshop was conducted with an insurance institution around a project pertaining to sales
proposals: that project aims to produce prefillgdotes for home insurance.

8.5.1. Regulatory context

As mentioned in sectio3.1.], the duty to advise as defined by the IDD (Insurance Distribution
Directive) imposes to §ef 'y Ay adz2N} yOS LINRPRdzOG Ay | OO02NRI yC
Therefore, the goal of technological innovation in that domain should be to make an offer consistent
gAUK (KS Odzal2YSNI & nof 6 SoRtdbute ty'tRe cheBidnaiidedmndS v 0 &

8.5.2. Purpose of the exercise

The main challenge of this workshop was to shed lghy focusing on a specific use casen the
regulatory issues raised by the use of Al in the distribution of insurance products.

8.5.3. Objectives of the algorithm

For a cummer who already subscribed to a contract, for example for an automobile insurance, the
d23a0GS8SY AYLX SYSYGSR IGdSYLiia G2 LINBFA{E || K2YS Ay



8.5.4. Technical details

The specificity of this use case is its reliance enggaphical data directly linked to reestate
sociology:

- Gridded data provided by INSEE (the French National Institute of Statistics and Economic
Studies), including information such as the ratio of houses vs. apartments, the rate of home
ownership, theaverage surface, the average household income (atrifighbourhoodand
commune levels).

- Data on buildings, acquired from a data provider, which gives the building surface and
perimeter, from which a building shape is determined, and then a probabilityoake vs.
apartment is estimated.

- The average number of rooms at the commune level.

- A postal address field, on which text analysis is performed in order to extract discriminating
features for the house/apartment prediction.

- An email field, used for the sanprediction.

The quote is prefilled with the following target variables, which are predicted iteratively (i.e"the 2
one is predicted using the predicted value for the 1st variable, the 3rd using the first 2 predictions,
and so on):

Home type: house aapartment
Customer status: owner or tenant
Number of rooms

Optional insurance of valuables
Year of construction

obkowbRE

8.5.5. Validation process

Validation involved mainly the Compliance department, who performs consistency checks between
the needs expressed by thastomer on the one hand, and the risks declared in prefilled (then possibly
amended) quote on the other hand.

8.5.6. Governance issues

The prefilled quote produced by the algorithm examined is leveraged by the insurance institution in
several use cases:

- Sending ia email a hyperlink to the quote.
- Processing incoming calls in order to perform portfolio cigedéng.
- Supporting outgoing telephone marketing campaigns.

The main governance issue is the respect of compliance requirements related to insurance product
distribution, notably the duty to advise, which imposes that the motives for offering a particular
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Paticular attention should be focused on the humarachine interactions so that the subscription
process based on prefilled information does not discourage the customer to express his or hé?,needs
nor to verify the accuracy of the declared ri&ksAt the same time, regulation requires that any
amendments (checking or unchecking of an option, or changes indicated by the customer) to the
prefilled quote be faithfully reflected, as appropriate, in all other documents formalizing the gathering
of customer needand requirements and the insurance product offer.

These governance issues are illustrated by certain measures adopted during the system design and
development. In order to ensure proper information of the customer, upon opening the prefilled quote

a popupwindow explicitly enjoins the prospective customer to verify the information and to correct it
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qguotes produced by the system, but it turned out th&i% of customers unchecked the box. It was
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8.5.7. Evaluation methods and their implications

Explainability
Explaining an individual prediction to the customer does not represent, according to the insurance

institution, a major issue in the case of predictive models intended for marketing: in the present case,
rather than an explanation, an explicit validation request should be provided to the customer.

On the contrary, it seems important to provide an explanation for the model predictj@msl more
specifically its prediction errorsto the teams tasked with monitorinthe system and with ensuring

its complianc®. Indeed, a prediction error has a strong impact of the subscription pracggsocess
which must be correctly understood by the customer: indeed, a failure to advice (or even liability) can
be invoked when amrroneous prediction is not corrected by the insured and thus becomes a false
declaration (albeit unintentional). Besides, prediction errors to the benefit of the insured gengifate
they accumulate; an additional risk, this one of a financial and ag@mnal nature.

Performance

The predictive performance of the model is trivial to assess: it is measured as the classification accuracy
according to each of the aforementioned target variables. By retaining the first three variables (with
an error margirof one unit on the number of rooms), the model produces 90% of correct predictions.

Stability

This use case does not present any stability challenge, since input data are relatively static and the
predictive power only has a minor business impact.

23|n particular, an algorithm demed efficient by the users may be endowed by them af RINB & O phiverdi A @S ¢
even though it has not been designed to that aim.

24 At stake here are future oS Y G A I RA & LJdzii Sa A y whOde ari§in \2otild lie in th& dqudted S & G | {
prefilling.

25 However, the possibility to provide explanations to algorithmic decisions for purposes of internal control or

external audit has not been explored during this workshop.



Appropriate data management

In terms of data management, the domain of insurance pricing defines forbidden variables. The
absence of those variables from the resulting models should therefore be guaranteed, as well as the
practical infeasibility of theimference from othepredictor variable used by the model.

8.5.8. Al engineering methodology

The predictive models described here are deployed in production. Although they run in a production
environment, this use of Al is not for an automated decisitaking pr@ess: predictions are not
LIN2E A RSR O2ylGAyd2dzates AyadadSIR F Ylydzft O2ftfSOGA

Thus, once the predictive model has been validated both functionally and technically, it is executed on
a periodic basis and its rdssiare used in the three situations previously described (email campaigns,
incoming calls, and outgoing telephone campaigns).



9. Explainability vs. interpretability

The distinction between these two concepts is a frequent topic within the scientific litergtowever
there is no consensus on it.

Definition without a distinction

Burrell(2016)insists on the issue of the interpretability of algorithmic results, but without defining the
terms in questionDoshiVelezand Been Kim (2018gil to distinguish tle two terms as they define
them in relation to each other. Nevertheless, their article strives to justify the necessity of categorizing
various forms of interpretability. SimilarliBjranand Cottomn (2017)use a circular reasoning around
020K O2 #p&hatiinaiy clogely related to the concept of interpretability: systems are
interpretable if their operations can be understood by a hu26.8

While pointing out the lack of any formal definitidBogroffand Guéguan (2016ylefine interpretability

as theability to explain or present stages using humanly understandable terms. For hiSipahdiller

(2018)offers a comprehensive analysis of both concepts. The introduction of the notion of degree

allows to define interpretalfi A (i &he degree do which an observer can understand the cause of a
decisioné ! YF2 Nl dzy 6Stex SELXIAYyloAfAGe Aa y20i RSTAY
2001 Ay | K dodédrsyandingd Blilfeti enphasis the necessity for the readéo observe
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would be used interchangeably.

Definition through distinction

Molnar (2019 A TG a aAff SNRa RSTAYAUGA digtinglidhing thfedvd B ( | 0 A f
He defines explainability as explanations of predictions being provided to individuals, and introduces
GKS ljdzSadaz2y 2F | &@322R SELXFYyLFdA2yE Ay KAad 022]

Bryce Goodmaand Seth Flaxmarin European Union regulations on algbritic decisiormakingand
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articles 13 to 15. Thayention in particular that an algorithm operates by correlation and association,

so that it performs preittions without providing any explanatory element of those correlations and
associations. The difficulty that arises is thus that interpretation becomes difficult insofar as the
algorithm works without having to explain its inner workings. The authordiigestension between

the right to access personal information collecigditicles 1315)and the right to collect dataafticle

22).Giving article 22 a disproportionate weight2 dzf R f SI R (2 (KS -0RFEES ta2LON DYk
(Pasquale, 2015).

In his intervention at thenstitut de Recherche en Informatique de Toulq@848), Laurent Serrurier

links explainability to the technical characteristics of the algorithm, whereas interpretability is related

to an ethical dimension. Explainability is thu§ & OKy A OF f FSIF Gdz2NB 2F (GKS |t 3
and interpretability refers to its social acceptability.

Likewise, in a talk given at th&€RRn 2019 Louis Abraham tackl@iranet CottonlQd RSTAYAGA 2 Y
mixes both concept® Explanation is ckely related to the concept of interpretability: systems are
interpretable if their operatins can be understood by a humaither through introspection of through
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distinction when defining the two terms. As per the artiGkeBerkeley Vie of Systems Challenges for

I L adecision rule is satt be interpretable if one can understand how it associates a response to
observations; it is said to be explainable if one can understand on which elements the decision is
grounded, possibly by using counterfactual reasoning.

Sub-distinction within interpretability

[ALi2yQad wnamtT FNIAOES 3IA@Sa GKS Yzad ardaraftfery
explainability. Rejecting the understanding of interpretability as a monolithic concept, Lipton
introduces a continuum based on a number of logidihcti SNRA 'Y (G NHza G Ay GKS €32
transferability of knowledge, information contained in the decision, fairness of the decision. This
framework enables to propose a concrete representation of the continuum between intelligibility and
explanation.



10. Technical aspects of explainability

10.1. Trade-offs

This appendix describes the technical choiwbgch arise after the appropriate level of explainability

has been selected upon the introduction of Al in a business process. This description has a generic
scope since the elements considered are not restricted to the financial sectortradmoffs are
presented: between simplicity and efficacy of the ML algorithm on the one hand, between sobriety
and fidelity of the chosen explanatory method on the other hand.

10.1.1. Simplicity/efficacy trade-off

A given type of ML algorithm may be more or less complex, ensénse of lending itself to an
inspection of its inner workings. They can also vary in efficacy, measured as previously indicated using
predictive performance or business performance metrics.

The following diagram attempts to illustrate the simplicityfiecytrade-off among the most common
ML algorithms:

Simplicity/efficacy tradeoff of ML algorithms

Algorithmic
efficacy

nrules

Decision trees /

tree ensembles
x 1rule
Bootstrappin
linear SVM ppIng Unsupervised
algorithms
Random forests
LDA (Linear Random Forest
Discriminant Analysis)
GANs
Discriminant analysis
Linear SVM
Deep Learning, * Neural networks
CNN, RNN Perceptrons
Algorithmic
simpicity

Among the numerous simfiations and approximations operated by this diagram, the following
points should be underlined.

Simplicity and efficacy metrics

On the one hand, ordering ML algorithm typgagerms of their simplicity is highly subjective. Indeed,
the size and structure of a model have a more significant impact on its explainability than the model
type does, because understanding only part of the model is useless: thus a random foressawnpri
thousands of trees will typically be much more difficult to understand than a siagés neural
network composed of a dozen neurons.
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On the other hand, the deterministic or stochastic nature of an algorithm is another essential criterion
to take inb account when assessing its efficacy. For instance, the results of a fundamentally stochastic
algorithm depend on random samplingot only for building training and evaluation datasets, but also
within its procedure itself (for example, bootstrap mettsodontain resampling stages).

Lastly, it should be noted that the efficacy of a given algorithm type cannot be evaluated on a single
dimension scale either, since it depends on the use case considered (nature and volume of the data,
choice of parameterstc.)

Non-comprehensive taxonomy

It should also be emphasized that the representation of ML algorithms in the previous diagram does
not pretend to be comprehensive. In particular, categories such as Reinforcement Learning have been
excluded upfront becausthey are¢ to the best of our current knowledge absent from solutions
deployed as of today on the market.

On the other hand, unsupervised learning algorithms cannot be ignored. For example, graph analysis
based on factoring company features allows todabthe interdependency network generated by
SMBs partaking in a P2P lending platform. The factoring technique used may be e.§irgu&r(

Value Decompositignor Latent Factor Modeland in any case that type nfodellingdemonstrated

not only its desdptive value, but also its value as a predictor of credit default risk on such platforms
(Ahelegbey, 2019Furthermore, credit default risk is not easily amenable to traditional -Mbrbased

model.

Decoupling between design and modelling

Lastly, the deign of an algorithm can generally be decoupled from the structure of the resultinglmode
this is the strength and the innovation brought by hybrid models such as the one described in the
workshop on probability of default (sectiéh4).

This approach consists of building a simple, intuitive model through iterative optimization by
comparing it with a more efficient, often more complex model. The resulting model cestie best

of both worlds, namely the performance (e.g. in terms of recall and precision) of a complex algorithm
and the explainability (in terms of its interpretability and limited size) of the final predictive model.

10.1.2. Sobriety/fidelity trade-off

The exjainability requiremeninduced by the introduction of ML into a business process is not limited
to a simplicity/efficacyrade-off pertaining to the algorithm: the explanation should itself be intelligible
and convincing to its intended recipients, suialior the use case considered, and proportionate to
the risk associated to the business process.

Atradeoff Ad |G LX+Fe& KSNB a ¢gStftd hy GKS 2yS KIyRX
algorithm which produced a given prediction) is impeifec 4 A y OS (i K& ehaviotirds2 NR (1 K Y ¢
necessarily simplified when its output is explained in terms of certain characteristics of the individual

or transaction considered. On the other hand, the sobriety of the explanation, that is its intuitiveness

and intdligibility by a layperson, is both subjective and constrained in practice.

The following diagram attempts to represent the sobriety/fidelinade-off for an explanation
FOO2NRAY3I G2 (GKS (eLlS 27F a] Ff32NAGKY FyR GKS



drawn to show that for a given algorithm type, some explanatory methods will deviate slightly from
the general trends.

Sobriety/fidelity tradeoff of explanatory methods

A % 100% of rules
Fidelity of the
explanation x
Transfer
Learning
1 extracted rule
X
X
Attribution e.g. X
Sallencv Baps X SHAP — x Dimensionality reduction
(image) e.g. t-SNE

x Decision rules
(SLIM, Bayes, etc.)

x Word
Embeddings (text)

X
Attention Nets (image)

>
>

Sobriety of the
explanation

10.2. Reaching a high explanation level
10.2.1. Feasibility of replication

Li &aK2dZ R 0SS y20SR GKFIG SELXFylFdAaz2zy € S@St n
behaviour and not to understand its inner workings in their ésli detailg which may prove impossible
for certan models, typically deep neural networks.

Interestingly, some of the financial actors met during the exploratory works led byAtbER
implemented a replication method as early as the design and initial validation phases of their
algorithms, hence upstream from the internal control or audit procedures. More specifically, they
opted for implementing their ML algorithms in multiple (in sproases three) languages, which is a
software engineering technique classically used for particularly critical components of a system.

10.2.2. The problem of software dependencies

Besides, a problem arises whenever a code review is in order (i.e. for levelA} dinis problem is
not specific to Al algorithms and comes up in virtually any-emiceived software audit mission:
multiple external software libraries, tools and components are invoked by the aoalgsed and their
review ranges from difficult (irhe case of open source software) to impossible (in the case of elosed
source code). Even a simple logistic or linear regression algorithm uses severphthjrdibraries,
and the problem is amplified for sophisticated algorithms, which incidentally ralgoire a higher
explanation level.

In conclusion, reaching a lev&lor leveld explanation is challenging in most situatioasd the
challenge is made more difficult under certain circumstances: when the algorithm relies opainiyd
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libraries or pralucts, and when the audit mission needs to cover the entire model building workflow
and notjust the resulting model.

An approach sometimes mentioned to facilitate this kind efl@pth analysis consists of setting up a
certification process ofoff-the-shelf ML components, similarly e.g. to how software security
components must be triedndtested and officially approved prior to being embedded into critical
applications. At any rate, the detailed code analysis suggested fordemgblanationgreplication)

should also focus on the use of such-tbié-shelf libraries, with a crucial point being the hyper
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11. Review of explanatory methods in Al

This review doesot pretend to be comprehensive: it is limited to the use of Al in the financial sector,
besides it aims to paint a picture of the use cases which are deployed in prauctieether currently
in production or simply at an experimental stage.

The frame ofeference here is an ML algorithm. Explanatory algorithms can be classically grouped into
GKNES OFiGS3I2NASE F OO2NRAY3 (2 6KSNBE GKSe& 02YS dza
1. Premodellingexplanatory methods aim to describe the data used when building the raodel
2. Explainablenodellingcontributes to the production of intrinsically more explainable models.

3. Lastly, posinodellingexplanatory methods attempt to yield satisfactory explanations from
previously built and trained models

11.1. Pre-modelling explanatory methods

Upstream from the learning stage of an ML model, a somewhat limited form of explainability can be
provided, whose goal is to illustrate the data used by the algorithm. The most common methods used
for this purpose are the following.

Exploratory data analysis

Exploratory data analysis often relies on data visualization, which enables to reveal characteristics of
the datag even when they are potentially hidden from descriptive statistics.

These methods are both modeind domairagnostic. Within the fiancial sector, they are particularly
useful for detecting and mitigating undesired biases (cf. secBdn?. Potential sources of such

problematic biases are numeus (Kamishima, 2013jirect, indirect or latent dependency on sensitive
variables, sampling biases (the most difficult case to detmdabellingbiases in the training data, or

imperfect convergence of the training stage.

Dataset documentation

Severd dataset documentation standards have been suggested, either applicable to Al models
(Mitchell, 2019)r to associated servicéblind, 2018).

This kind of approach, based on a thorough, concise and formal documentation of the datasets and
services, isuitable for levell explanations as described in this documenfitgection3.4.4).

However, the technical focus of the standards proposed thus far makes thenitél for the
customers and end users of Al algorithms: instead, they are intended for the creators of those tools,
or evenfor the individuals in charge of monitoring their operatiomahaviour This standardization
effort is nevertheless recent and lieto evolve in a near future.

Dataset summarization methods

In order to facilitate the mental representation and the interpretation of datasets, particularly the
voluminous and heterogeneous ones, certain dataset summarization methods may be usedagleally
a complement to the aforementioned exploratory analysis and documentation methods.

Examples of dataset summarization methods: are

- For textual data, automatic document summarization and classification.



- For images, visual scene synthesis.

- For any dataype, the extraction of representative (or typical) exemplars from a dataset, and
of particularly atypical exemplars as wekgpectivelycalled prototypes and criticism&im,
2016)

Explainable feature engineering

This last type of prenodellingexplanaory method stems from the observation that an explanation

for a predictive model is only as good as the predictive features it relies on. Therefore, particular care
must be taken to the feature engineering stage when designing an ML system, i.e. to#teiction

of predictor variable from original variables in order to adequatelysteucture the training data for

the algorithm.

Two such methods should be mention@durdoch, 2019:

- The intervention of domain experts, who are sufficiently knowledgeabtait the source data
to extract variables (combination of other variables, intermediate computation results, etc.)
GKAOK AYONBIasS | Y2RStQa LINBRAOGADGS | OOdzNI O¢
results. In other words, human expertise enablascertain cases to sidestep the usually
inevitabletrade-off between efficacy and explainability of an ML moaélgection10.1.7).

- Amodellingbased, automated approach: usual data analysis techniques are then used, such
as dimensionality reduction and clustering, so as to exfpaatlictor variable as compact and
representative as possible.

11.2. Explainable modelling

Some methods enable simultaneously training the predictive model and building an associated
explanatory model. This category of explanatory method is referred to as explamablgling

Such methods are howev far less frequently implemented than prand even more posmodelling
explanatory approaches, for several reasons:

- Explainablemodelling requires access to the source code which produces the predictive
model, and the possibility to modify the algorithm. On the contrary, access to the model itself
is sufficient for postmodellingexplanatory methods, which makes them much more widely
appliable.

- Explainablenodellingis useful when explanations are necessary as early as the design phase
of the ML algorithm, which demands a more mature engineering methodology and adequate
planning during the introduction of Al into a business process.

- Lastly explainablemodellingis not very suitable for audit, all the more so when the predictive
model is only available as a black box, without a documentation of the algorithm itself.

The primary, highly ambitious goal of explainailedellingis toavoid as mich as possible the already
mentioned trade-off between efficacy and explainability, as they strive to provide additional
explainability without necessarily sacrificing predictive accuracy.

A few methods for explainablmodellingare described in what faivs.

Intrinsically explainable models

An intrinsically explainable model can be chosen from the outset, for example linear models or
decisiontree-based models. This is the most trivial kind of explainaieellingapproach, assuming
that the simplicity/dficacy trade-off is kept in mind, and that the specific model produced by the



algorithm is actually explainable. The latter point is not always guaranteed: in some cases, adopting an
explainable family of models is not sufficient since it may lead to deineith too many dimensions
to remain intelligible.

Hybrid explainable models

Hybrid explainable models are only applicable to a specific model type, namely neural networks. The
following types of models belong to this category:

- Deep kNN (Papernotand McDanie] 2018)extracts the internal representation of a neural
network within each of its layers in order to illustrate how the final result is obtained (in the
last layer). A variant of this approach is theep Weighted Averaging Classifier

- SENN(SelfExplaining NeuralNetworks: AlvarezMelis, 2018) uses neural networks to
simultaneously train theredictor variabls, the weights, and the aggregation method of a
linear model. A variant is th€ontextual Explanation NetworRl(Shedivat, 2018

Joint prediction and explanation

This approach consists of training the model to produce both a prediction and an explanation for this
prediction. It has recentlyeceived considerable attentiomespite two major limitations. Firstly, not

only does the ML algofim need to be modified, but explanations must be provided for the entire
training dataset, which is often unrealistic. Seconthig, explanations produced are only as accurate
and relevant as the information provided by human agents for training the hyfwidel, they do not
necessarily justify the genuine, internal workings of the predictive model.

The following methods fall under this joint prediction/explanation approach

- TED (Teaching Explanations for Decisibmsd, 2019 associated to each trainingata point
the motive behind the resulting prediction. A variant is the generation of multahod
explanations (Park, 2018).

- Datatype-specific methods: these includéisual Explanationdiendricks, 2016jor object
recognition in images, or the generatiad concise explanations in natural language (e.qg.
English) for a predictive model using textual source dla¢42016).

Architectural adjustment methods

Methods relying on architectural adjustments are mostly specific to Deep Learning (which is ayof toda
relatively infrequent in the financial sector).

A few of them are nonetheless worth mentioning, suchAtention-Based Models which aim to
identify the most important feature groups within input data, be they images, textual datanmare

relevantly in the financial sectartime series. Some studi€gain, 2019however illustrate the limits
of this approach in terms of penfmance of the resulting model.

Regularization methods

Regularization methods are typically used to enhance the performance of an ML model, however some
kinds of regularization enable to improve model explainability.

For example, the decision boundary ahadel may be constrained during training to dyg@proachable
by a decision tree, which makes future predictions easily comprehensible by a hiwhar2017).
Another example are methods which orient model training to assign more weight teréxictor
variableslabelledas most important by a domain expéRoss, 2017)



Training/modelling decoupling

Of particular note are specialized approaches which decouple the training stage of an ML algorithm
from the structure of the resulting model.

An example of such approach is the hybrid method described in the workshop on probability of default
(section 8.4). An advanced model, with low explainability by matuis trained to achieve high
predictive accuracy, after which domain experts extract a number of business rutegyteentan

intrinsically explainable model (e.g. a decisionti@ée) G K |y dzY 6 S Nhe2eBultings@tBmNA RS a

thus benefits both fran the accuracy of a complex algorithm and from the explainability of a simple
predictive model.

11.3. Post-modelling explanatory methods

Methods operating on previoustyained ML models arele factothe most commonly intended
meaning for explanatory methodsgeneral. Their goal is to provigesthocexplanation which justify

or illustrate a given result (or a set of results) produced by an ML model. The model is thus considered
as the object studied, on which changes can not be made (contrary to explainadaelling
approaches from sectioft1.2) and whose data can not be manipulated (contrary to-pedelling
approaches from sectiohl.1).

Two main criteria are used to distinguish posbdellingexplanatory methods. Firstly, their local or
global scope:

- Local explanatory methods provide an explanation for a decision madepartiaular input
data point (for instance, why a given credit application was granted to the applicant).

- Global explanatory methods attempt to simultaneously explain the entirety of possible
decisions (in this case, what are the general characteristidheofespective outcomes,
acceptance or denig of credit applications).

The second criterion is whether a method is applicable to any type of ML model (aguiestic
methods) or only to specific type of model or algorithm (mesletcific methods).

11.3.1. Local explanatory methods

Black-box methods
Blackbox methods, also called modaginosticare applicable to any type of model. They may consist
of a simple classifier (for example a Bayesian classifier trained on Parzen windows), or be more
sophisticated (amumber of them operate by perturbing the model then observing the influence of
predictor variables).

The following techniques are among the most common madglostic explanatory methods:

- Naive Bayes Modelsshich are often crude in comparison to the nextes.
- LIME (Locally Interpretable ModAgnostic Explanatiophsworks by constructing an

AYGSNNYSRALFGS NBLNBaSyidliA2y R2YRNY RES V@ RSY Gk

to find the optimaltrade-off between fidelity of the model explanations andnglicity of the
explanations (whose purpose is to be intelligible by domain experts who are not necessarily
technically savvy).



- SHAP combines game theory (Shapley values) with the optimization of credit allocation in
order to explain the influence of eagiredictor variable on the predicted values, also in a
modelagnostic manne(Lundberg, 2017)

- Variants of the SHAP method, for example adapted to data structured as a neGioek,

2019)

- Causal interpretation methods, which compute the marginal influenteeach predictor
variable and the joint influence of variable paiBatta, 2016)

- SLIM (Supersparse Linear Integer Modelsich selects decision rules so as to optimize the
accuracy of a binary classifier under constraints on the number of variabdethain relative
weights.

It should be noted that even the most commonly used local explanatory methods, such as LIME and
SHAP which are both based on model perturbations, encounter practical limitations in terms of

security(Dylan 2@0). In particular, hey are vulnerable to adversarial attacks éppendix12) which

can produce models including discriminatory biases on which the explanations generated are
reassuring or even indistinguishable from the explanations produced on an unbiased model.

Someblackbox explanatory methods are also specific to models operating on NLP, and generally
provide either numeric explanations or explanations in the form of a textual example:

- An adaptation of the LIME method to NLP (Ribeiro, 2016) provides explanagitims degree
of importance of each predictor variable.
- A generative methodLiu, 2018provides explanations as a simple textual example

Model-specific methods

A number of local explanatory methods are specific to a type of ML model.
It should first benoted that some models are directly interpretable:

- Logistic regressions.

- Linear regressions and variants such@sM (Generalized Linear ModeJsprovided their
density is limited.

- Additive models such a&8AM(Generalized Additive Models)

- Decision treeand random forests, at least when they are limited in depth and volume.

A number of explanatory methods are specific to Deep Learning models:

- Explanations in the form of surrogate models, particularly decision trees which approximate
the neural networkCraven, 1995)

- Explanations based on attention mechanigi@toj 2016)

- Explanations which attribute decisions of the neural network to certain predictor variables
(Shrikumar, 2017)

Lastly, thefollowingmethods are domakispecific:

- Explanations for NLP algorithms based on Recurrent Neural Nety&triobelt, 2018)
- Explanations fo€Valgorithms, for example Interpretable Un{Bay 2017),Uncertainty Maps
(Kendall2017) or Sliency MapgAdebayg2018)



Counterfactual explanations

Counterfactual explanations have their own place among methods aiming to explain aigdvithm,
insofaras theyare the only ones involving causal relati$in@nd not justexplanations grounded in
statistics or inferences generalized from large datwes).

More precisely, a counterfactual explanation to predictiigenerated by a model from input daxa

is given by input dat 6as close as possible ¥ovhich would have resulted in predictionadifferent

from Y. In generaly is anunfavourableoutcome (prediction or decision), for example a low credit
score computed fronX resulting in the credit application being denied. A relevant explanation (to the
creator of the system, to an auditor, but above all to an individual impacted by the outdaorttgs

case the applicant who requested the credit) should then answer the question: what change as
minimal as possible in the credit application would have led to its acceptance? Thus, rather than a local
explanation which quantifies the influence ofricaus predictor variables (age, income, credit history,
etc.) on the negative outcome, a far more useful, practical and simple explanation is obtained, for
S E I Y itiheéhousehold income had been this much instead of that much, the credit would have been
grantede

Certain methods for generating counterfactual explanations even goes beyond this definition
(McGrath, 2018

- Some methods produce positive counterfactual explanations, i.e. which apply in cases where

the original decisiory isfavourableto the individual considered. Using the previous example,
Y écorrespond to the credit application being denied, thus the counterfactual explanation
indicates a safety margin for tifavourableoutcome. This kind of explanation may be useful
to make an infrmed decision e.g. to request another credit in the future given that the initial
application has been accepted.

- Another enhancement is achieved by weighing explanatory factors based on their variability.
Using yet again the credit scoring example, if ilmgividual has proven to be better able to
reduce their personal expenditures than to increase their revenue, then this enhancement
method would produce an explanationsuchteg ¥ Y2y (i Kf & SELISyasSa KI R ¢
the credit would have been granS Riséspecific explanation is indeed more useful than one
involving other features such as the household income, in that it is more directly actionable.

Ideally, counterfactual explanatory methods should be applicable to algorithms studies as blask bo
Certain methods do in fact satisfy this condition under welliermined situationgWachter, 2018).

11.3.2. Global explanatory methods

Global explanatory methods provide an explanation to the entirety of decisions made by an ML model:
for example, whatisth®© 2 Yy i NA 6 dzi A2y 2F GKS al 3S¢ GFNRFIo6fES G2
applicationsover the set of all applications.

Global explanatory methods may be useful to internal control teams or to an auditor in order to obtain
an understanding of the genal behaviour of an algorithm, however they usually show their

26 This ability to tackle causality is very promising for the deployment of Al in geaadhlyithin the financial
sector in particular. For example, the explainability of internal risk models implemented by banking institutions
would be reinforced if those models enabled to assess causal relations. Causal infeidmdcaci®at the core

of the concerns in empirical economy since at least 25 years. Nevertheless it is missing from coasadiy
models, as well as from the more classical models currently deployed by banks.



limitations when compared to the study of a single, concrete use case (using a local explanation) or
several concrete use cases (for example to compare the algorithmic results on two indivatidal
detect a potential inequality of treatment).

Global explanatory methods are also very difficult to materialize in practice. Such methods exist for
specific model types: for example it is possible to extract from deep neural networks a set of decision
rules which is easy to interpret and, according to the situation, relatively faithful to the Deep Learning
model consideredDeepREDZilke, 2016).

In addition, few methods are able to provide a global explanation independently from the type of the
model being studied. This is however the casd’aftial Dependence Plots (PD®}jjich show the
marginal effect of a given variable on the model predidci@friedman, 2001)



12. Review of potential attacks against an ML model

ML security if a very recent field of study, but important enough to have been the object of a taxonomy.
This taxonomy is nevertheless in constant evolution, given the changing nature foéid (Papernot,
2018) Among the most notorious attacks against ML models, the following categories can be
distinguished (with an example scenario is given for each type):

9 Causative attacks (a.k.Bata Poisoningtraining data are altered (modifiefiéature values, new
features created, etc.)
o Causative integrity attackse a subcategory of causative attacks. They are used e.g. to
grant generous loans or low insurance premiums to malicious individuals.
o Causative availability attacks are another subgaty of causative attacks. They are used
e.g. to discriminate against a population group by denying them the same benefits as the
rest of the population.
1 WatermarkAttacks: a malicious actor modifies the code of the ML algorithm.
o0 Watermark integrityattacks: for example, conditions are introduced on certain input data
features so as to trigger advantageous outcomes in chosen cases.
o0 Watermark availabilityattacks:for example, rules are injected into the codeorder to
suppresdavourableoutcomes fa the target population group.
1 SurrogateModelsAttacks
o Inversion attacks are the equivalent of reverse engineering for ML model.
0 Membership tests are another type of surrogate model attacks which operate by inferring
whether input data points belong to éhoriginal training set.
1 Adversarial attacksonstruct synthetic examples in order to avoid a detrimental outcan
alternatively to obtain davourableoutcome.
1 Impersonation Attacksvork by injecting data corresponding to a real idenfity a compode of
several real identities) in order to usurp that identity.

A particularly interesting aspect of ML security is tthetencesagainst them tend to have a beneficial
side effect(Hall, 2019)namely that they bring the ML model closer to satisfying filv@ design and
development principles mentioned in this document (secti®n appropriate data management,
performance, stability, and explainability.

To give but one example, defenceagainst data poisoning attacks is the RONI met{iReject On
Negative Impadt It works by rejecting training data which decreases the model accyieayeno,

2010) hence it also protects against degrading the model performance due to training data drift. As
an illustration, a facial recognition algoritheecured by RONI will excluttem its training set a series

of pictures, each associated to an ID document, which would significantly lower its precision: this
contributes to ensuring the integrity but also the performance of the model, which could for example
be used by a banking ititsition to remotely identify new customers (a use case commonly known as
aYy./ Fd I RAAGEYOS8E0 @
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